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This we know. 
All things are connected 
like the blood 
which unites one family. 

Whatever befalls the earth, 
befalls the sons and daughters of the earth. 
Man did not weave the web of life; 
he is merely a strand in it. 
Whatever he does to the web, 
he does to himself. 

-TED PERRY, inspired by Chief Seattle 
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Preface 

In 1944 the Austrian physicist Erwin Schrodinger wrote a short 
book entitled What Is Life? in which he advanced clear and com
pelling hypotheses about the molecular structure of genes. This 
book stimulated biologists to think about genetics in a novel way 
and in so doing opened a new frontier of science, molecular biol
ogy. 

During subsequent decades, this new field generated a series of 
triumphant discoveries, culminating in the unraveling of the ge
netic code. However, these spectacular advances did not bring 
biologists any closer. to answering the question posed in the title of 
Schrodinger's book. Nor were they able to answer the many asso
ciated questions that have puzzled scientists and philosophers for 
hundreds of years: How did complex structures evolve out of a 
random collection of molecules? What is the relationship between 
mind and brain? What is consciousness ? 

Molecular biologists have discovered the fundamental building 
blocks of life, but this has not helped them to understand the vital 
integrative actions of living organisms. Twenty-five years ago one 
of the leading molecular biologists, Sidney Brenner, made the fol
lowing reflective comments: 
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In one way, you could say all the genetic and molecular biological 
work of the last sixty years could be considered a long interlude . 
. . . Now that that program has been completed, we have come 
full circle-back to the problems left behind unsolved. How does a 
wounded organism regenerate to exactly the same structure it had 
before? How does the egg form the organism ? . . .  I think in the 
next twenty-five years we are going to have to teach biologists 
another language . . . .  I don't know what it's called yet; nobody 
knows . . . .  It may be wrong to believe that all the logic is at the 
molecular level. We may need to get beyond the clock mecha
nisms.1 

Since the time Brenner made these comments, a new language 
for understanding the complex, highly integrative systems of life 
has indeed emerged. Different scientists call it by different 
names-"dynamical systems theory," "the theory of complexity," 
"nonlinear dynamics," "network dyhamics," and so on. Chaotic 
attractors, fractals, dissipative structures, self-organization, and 
autopoietic networks are some of its key concepts. 

This approach to understanding life is pursued by outstanding 
researchers and their teams around the worid-llya Prigogine at 
the University of Brussels, Humberto Maturana at the University 
of Chile in Santiago, Francisco Varela at the Ecole Poly technique 
in Paris, Lynn Margulis at the University of Massachusetts, BenOIt 
Mandelbrot at Yale University, and Stuart Kauffman at the Santa 
Fe Institute, to name just a few. Several key discoveries of these 
scientists, published in technical papers and books, have been 
hailed as revolutionary. 

However, to date nobody has proposed an overall synthesis that 
integrates the new discoveries into a single context and thus allows 
lay readers to understand them in a coherent way. This is the 
challenge and the promise of The Web of Life. 

The neW understanding of life may be seen as the scientific 
forefront of the change of paradigms from a mechanistic to an 
ecological world view, which I discussed in my previous book The 
Turning Point. The present book, in a sense, is a continuation and 
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expansion of the chapter in The Turning Point titled "The Systems 
View of Life." 

The intellectual tradition of systems thinking, and the models 
and theories of living systems developed during the early decades 
of the century, form the conceptual and historical roots of the 
scientific framework discussed in this book. In fact, the synthesis 
of current theories and models I propose here may be seen as an 
outline of an emerging theory of living systems that offers a uni
fied view of mind, matter, and life. 

This book is for the general reader. I have kept the language as 
nontechnical as possible and have defined all technical terms 
where they first appear. However, the ideas, models, and theories 
I discuss are complex, and at times I felt the need to go into some 
technical detail to convey their substance. This applies particularly 
to some passages in chapters 5 and 6 and to the first part of 
chapter 9. Readers not interested in the technical details may want 
merely to browse through those passages and should feel free to 
skip them altogether without being afraid of losing the main 
thread of my argument. 

The reader will also notice that the text includes not only nu
merous references to the literature, but also an abundance of cross
references to pages in this book. In my struggle to communicate a 
complex network of concepts and ideas within the linear con
straints of written language, I felt that it would help to intercon
nect the text by a network of footnotes. My hope is that the reader 
will find that, like the web of life, the book itself is a whole that is 
more than the surri of its parts. 

Berkeley, August 1995 FRITjOF CAPRA 
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Deep Ecology

A New Paradigm 

This book is about a new scientific understanding of life at all 
levels of living systems--organisms, social systems, and ecosys
tems. It is based on a new perception of reality that has profound 
implications not only for science and philosophy, but also for busi
ness, politics, health care, education, and everyday life. It is there
fore appropriate to begin with an outline of the broad social and 
cultural context of the new conception of life. 

Crisis of Perception 

As the century draws to a close, environmental concerns have 
become of paramount importance. We are faced with a whole 
series of global problems that are harming the biosphere and hu
man life in alarming ways that may soon become irreversible. We 
have ample documentation about the extent and significance of 
these problems. I 

The more we study the major problems of our time, the more 
we come to realize that they cannot be understood in isolation. 
They are systemic problems, which means that they are intercon
nected and interdependent. For example, stabilizing world popu
lation will be possible only when poverty is reduced worldwide. 
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The extinction of animal and plant species on a massive scale will 
continue as long as the Southern Hemisphere is burdened by mas
sive debts. Scarcities of resources and environmental degradation 
combine with rapidly expanding populations to lead to the break
down of local communities and to the ethnic and tribal violence 
that has become the main characteristic of the post-cold war era. 

Ultimately these problems must be seen as just different facets 
of one single crisis, which is largely a crisis of perception. It de
rives from the fact that most of us, and especially our large social 
institutions, subscribe to the concepts of an outdated worldview, a 
perception of reality inadequate for dealing with our overpopu
lated, globally interconnected world. 

There are solutions to the major problems of our time, some of 
them even simple. But they require a radical shift in our percep
tions, our thinking, our values. And, indeed, we are now at the 
beginning of such a fundamental change of worldview in science 
and society, a change of paradigms as radical as the Copernican 
revolution. But this realization has not yet dawned on most of our 
political leaders. The recognition that a profound change of per
ception and thinking is needed if we are to survive has not yet 
reached most of our corporate leaders, either, or the administra
tors and professors of our large universities. 

Not only do our leaders fail to see how different problems are 
interrelated; they also refuse to recognize how their so-called solu
tions affect future generations. From the systemic point of view, 
the only viable solutions are those that are "sustainable." The 
concept of sustainability has become a key concept in the ecology 
movement and is indeed crucial. Lester Brown of the World watch 
Institute has given a simple, clear, and beautiful definition: "A 
sustainable society is one that satisfies its needs without diminish
ing the prospects of future generations."2 This, in a nutshell, is the 
great challenge of our time: to create sustainable communities
that is to say, social and cultural environments in which we can 
satisfy our needs and aspirations without diminishing the chances 
of future generations. 



r 
DE EP E COLOGY -A N EW PARADIGM 5 

The Paradigm Shift 

My main interest in my life as a physicist has been in the dramatic 
change of concepts and ideas that occurred in physics during the 
first three decades of the century and is still being elaborated in 
our current theories of matter. The new concepts in physics have 
brought about a profound change in our worldview; from the 
mechanistic worldview of Descartes and Newton to a holistic, 
ecological view. 

The new view of reality was by no means easy to accept for 
physicists at the beginning of the century. The exploration of the 
atomic and subatomic world brought them in contact with a 
strange and unexpected reality. In their struggle to grasp this new 
reality, scientists became painfully aware that their basic concepts, 
their language, and their whole way of thinking were inadequate 
to describe atomic phenomena. Their problems were not merely 
intellectual but amounted to an intense emotional and, one could 
say, even existential crisis. It took them a long time to overcome 
this crisis, but in the end they were rewarded with deep insights 
into the nature of matter and its relation to the human mind.3 

The dramatic changes of thinking that happened in physics at 
the beginning of this century have been widely discussed by physi
cists and philosophers for more than fifty years. They led Thomas 
Kuhn to the notion of a scientific "paradigm," defined as "a con
stellation of achievements---concepts, values, techniques, etc.
shared by a scientific community and used by that community to 
define legitimate problems and solutions."4 Changes of paradigms, 
according to Kuhn, occur in discontinuous, revolutionary breaks 
called "paradigm shifts." 

Today, twenty-five years after Kuhn's analysis, we recognize 
the paradigm shift in physics as an integral part of a much larger 
cultural transformation. The intellectual crisis of the quantum 
physicists in the 1 920s is mirrored today by a similar but much 
broader cultural crisis. Accordingly, what we are seeing is a shift 
of paradigms not only within science, but also in the larger social 
arena.5 To analyze that cultural transformation I have generalized 
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Kuhn's definition of a scientific paradigm to that of a social para
digm, which I define as "a constellation of concepts, values, per
ceptions, and practices shared by a community, which forms a 
particular vision of reality that is the basis of the way the commu
nity organizes itself."6 

The paradigm that is now receding has dominated our culture 
for several hundred years, during which it has shaped our modern 
Western society and has significantly influenced the rest of the 
world. This paradigm consists of a number of entrenched ideas 
and values, among them the view of the universe as a mechanical 
system composed of elementary building blocks, the view of the 
human body as a machine, the view of life in society as a competi
tive struggle for existence, the belief in unlimited material prog
ress to be achieved through economic and technological growth, 
and-last, but not least-the belief that a society in which the 
female is �verywhere subsumed under the male is one that follows 
a basic law of nature. All of these assumptions have been fatefully 
challenged by recent events. And, indeed, a radical revision of 
them is now occurring. 

Deep Ecology 

The new paradigm may be called a holistic world view, seeing the 
world as an integrated whole rather than a dissociated collection 
of parts. It may also be called an ecological view, if the term 
"ecological" is used in a much broader and deeper sense than 
usual. Deep ecological awareness recognizes the fundamental in
terdependence of all phenomena and the fact that, as individuals 
and societies, we are all embedded in (and ultimately dependent 
on) the cyclical processes of nature. 

The two terms "holistic" and "ecological" differ slightly in their 
meanings, and it seems that "holistic" is somewhat less appropri
ate to describe the new paradigm. A holistic view of, say, a bicycle 
means to see the bicycle as a functional whole and to understand 
the interdependence of its parts accordingly. An ecological view of 
the bicycle includes that, but it adds to it the perception of how the 
bicycle is embedded in its natural and social environment-where 
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the raw materials that went into it came from, how it was manu
factured, how its use affects the natural environment and the com
munity by which it is used, and so on. This distinction between 
"holistic" and "ecological" is even more important when we talk 
about living systems, for which the connections with the environ
ment are much more vital. 

The sense in which I use the term "ecological" is associated 
with a specific philosophical school and, moreover, with a global 
grass-roots movement known as "deep ecology," which is rapidly 
gaining prominence.7 The philosophical school was founded by 
the Norwegian philosopher Arne Naess in the early 1 970s with his 
distinction between "shallow" and "deep" ecology. This distinc
tion is now widely accepted as a very useful term for referring to a 
major division within contemporary environmental thought. 

Shallow ecology is anthropocentric, or human..:centered. It 
views humans as above or outside of nature, as the source of all 
value, and ascribes only instrumental, or "use," value to nature. 
Deep ecology does not separate humans--or anything else-from 
the natural environment. It sees the world not as a collection of 
isolated objects, but as a network of phenomena that are funda
mentally interconnected and interdependent. Deep ecology recog
nizes the intrinsic value of all living beings and views humans as 
just one particular strand in the web of life. 

Ultimately, deep ecological awareness is spiritual or religious 
awareness. When the concept of the human spirit is understood as 
the mode of consciousness in which the individual feels a sense of 
belonging, of connectedness, to the cosmos as a whole, it becomes 
clear that ecological awareness is spiritual in its deepest essence. It 
is, therefore, not surprising that the emerging new vision of reality 
based on deep ecological awareness is consistent with the so-called 
perennial philosophy of spiritual traditions, whether we talk about 
the spirituality of Christian mystics, that of Buddhists, or the phi
losophy and cosmology underlying the Native American tradi
tions.8 

There is another way in which Arne Naess has characterized 
deep ecology. "The essence of deep ecology," he says, "is to ask 
deeper questions."9 This is also the essence of a paradigm shift. 



: i 
. .  

8 THE W E B OF LIF E  

We need to be prepared to question every single aspect of the old 
paradigm. Eventually we will not need to throw everything away, 
but before we know that we need to be willing to question every
thing. So deep ecology asks profound questions about the very 
foundations of our modern, scientific, industrial, growth-oriented, 
materialistic world view and way of life.  It questions this entire 
paradigm from an ecological perspective: from the perspective of 
our relationships to one another, to future generations, and to the 
web of life of which we are part. 

Social Ecology and Ecofeminism 

In addition to deep ecology, there are two other important philo
sophical schools of ecology, social ecology and feminist ecology, or 
"ecofeminism." In recent years there has been a lively debate in 
philosophical journals about the relative merits of deep ecology, 
social ecology, and ecofeminism. l o  It seems to me that each of the 
three schools addresses important aspects of the ecological para
digm and, rather than competing with each other, their propo
nents should try to integrate their approaches into a coherent 
ecological vision. 

Deep ecological awareness seems to provide the ideal philosoph
ical and spiritual basis for an ecological lifestyle and for environ
mental activism. However, it does not tell us much about the 
cultural characteristics and patterns of social organization that 
have brought about the current ecological crisis. This is the focus 
of social ecology. I I 

The common ground of the various schools of social ecology is 
the recognition that the fundamentally antiecological nature of 
many of our social and economic structures and their technologies 
is rooted in what Riane Eisler has called the "dominator system" 
of social organization. 12 Patriarchy, imperialism, capitalism, and 
racism are examples of social domination that are exploitative and 
antiecological. Among the different schools of social ecology there 
are various Marxist and anarchist groups who use their respective 
conceptual frameworks to analyze different patterns of social 
domination. 
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Ecofeminism could be viewed as a special school of social ecol
ogy, since it, too, addresses the basic dynamics of social domina
tion within the context of patriarchy. However, its cultural analy
sis of the many facets of patriarchy and of the links between 
feminism and ecology go far beyond the framework of social ecol
ogy. Ecofeminists see the patriarchal domination of women by 
men as the prototype of all domination and exploitation in the 
various hierarchical, militaristic, capitalist, and industrialist forms. 
They point out that the exploitation of nature, in particular, has 
gone hand in hand with that of women, who have been identified 
with nature throughout the ages. This ancient association of 
woman and nature links women's history and the history of the 
environment and is the source of a natural kinship between femi
nism and ecology. 1 3 Accordingly, ecofeminists see female experi
ential knowledge as a major source for an ecological vision of 
reality. I 4 

New Values 

In this brief outline of the emerging ecological paradigm, I have so 
far emphasized the shifts in perceptions and ways of thinking. If 
that were all that were necessary, the transition to the new para
digm would be much easier. There are enough articulate and 
eloquent thinkers in the deep ecology movement who could con
vince our political and corporate leaders of the merits of the new 
thinking. But that is only part of the story. The shift of paradigms 
requires an expansion not only of our perceptions and ways of 
thinking, but also of our values. 

Here it is interesting to note the striking connection in the 
changes between thinking and values. Both may be seen as shifts 
from self-assertion to integration. These two tendencies-the self
assertive and the integrative-are both essential aspects of all liv
ing systems. IS Neither is intrinsically good or bad. What is good, 
or healthy, is a dynamic balance; what is bad, or unhealthy, is 
imbalance-overemphasis of one tendency and neglect of the 
other. If we now look at our Western industrial culture, we see 
that we have overemphasized the self-assertive and neglected the 
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integrative tendencies. This is apparent both in our thinking and 
in our values, and it is very instructive to put these opposite ten
dencies side by side. 

Thinking Values 

Self�Assertive Integrative Self-Assertive Integrative 
rational intuitive expansion conservation 

analysis synthesis competition cooperation 

reductionist holistic quantity quality 

l inear nonlinear domination partnership 

One of the things we notice when we look at this table is that 
the self-assertive values--competition, expansion, domination
are generally associated with men. Indeed, in patriarchal society 
they are not only favored but also given economic rewards and 
political power. This is one of the reasons why the shift to a more 
balanced value system �s so difficult for most people and especially 
for men. 

Power, in the sense of domination over others, is excessive self
assertion. The social structure in which it is exerted most effec
tively is the hierarchy. Indeed, our political, military, and corpo
rate structures are hierarchically ordered, with men generally oc
cupying the upper levels and women the lower levels. Most of 
these men, and quite a few women, have come to see their position 
in the hierarchy as part of their identity, and thus the shift to a 
different system of values generates existential fear in them. 

However, there is another kind of power, one that is more 
appropriate for the new paradigm-power as influence of others. 
The ideal structure for exerting this kind of power is not the 
hierarchy b,ut the network, which, as we shall see, is also the 
central metaphor of ecology. I 6 The paradigm shift thus includes a 
shift in social organization from hierarchies to networks. 
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Ethics 

The whole question of values is crucial to deep ecology; it is, in 
fact, its central defining characteristic. Whereas the old paradigm 
is based on anthropocentric (human-centered) values, deep ecology 
is grounded in ecocentric (earth-centered) values. It is a worldview 
that acknowledges the inherent value of nonhuman life. All living 
beings are members of ecological communities bound together in a 
network of interdependencies. When this deep ecological percep
tion becomes part of our daily awareness, a radically new system 
of ethics emerges. 

Such a deep ecological ethics is urgently needed today, and 
especially in science, since most of what scientists do is not life
furthering and life-preserving but life-destroying. With physicists 
designing weapons systems that threaten to wipe out life on the 
planet, with chemists contaminating the global environment, with 
biologists releasing new and unknown types of microorganisms 
without knowing the consequences, with psychologists and other 
scientists torturing animals in the name of scientific progress
with all these activities going on, it seems most urgent to introduce 
"ecoethical" standards into science. 

It is generally not recognized that values are not peripheral to 
science and technology but constitute their very basis and driving 
force. During the scientific revolution in the seventeenth century, 
values were separated from facts, and ever since that time we have 
tended to believe that scientific facts are independent of what we 
do and are therefore independent of our values. In reality, scien
tific facts emerge out of an entire constellation of human percep
tions, values, and actions-in one word, out of a paradigm-from 
which they cannot be separated. Although much of the detailed 
research may not depend explicitly on the scientist's value system, 
the larger paradigm within which this research is pursued will 
never be value free. Scientists, therefore, are responsible for their 
research not only intellectually but also morally. 

Within the context of deep ecology, the view that values are 
inherent in all of living nature is grounded in the deep ecological, 
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or spiritual, experience that nature and the self are one. This 
expansion of the self all the way to the identification with nature is 
the grounding of deep ecology, as Arne Naess clearly recognizes: 

Care flows naturally if the "self' is widened and deepened so that 
protection of free Nature is felt and conceived as protection of 
ourselves . . . .  Just as we need no morals to make us breathe 
. . .  [so] if your "self' in the wide sense embraces another being, 
you need no moral exhortation to show care. . . . You care for 
yourself without feeling any moral pressure to do it . . . .  If real
ity is like it is experienced by the ecological self, our behavior 
naturally and beautifully follows norms of strict environmental 
ethics. I 7 

What this implies is that the connection between an ecological 
perception of the world and corresponding behavior is not a logi
cal but a psychologz'cal connection.1 8 Logic does not lead us from 
the fact that we are an integral part of the web of life to certain 
norms of how we should live. However, if we have deep ecological 
awareness, or experience, of being part of the web of life, then we 
will (as opposed to should) be inclined to care for all of living 
nature. Indeed, we can scarcely refrain from responding in this 
way. 

The link between ecology and psychology that is established by 
the concept of the ecological self has recently been explored by 
several authors. Deep ecologist Joanna Macy writes about "the 
greening of the self" ;1 9  philosopher Warwick Fox has coined the 
term "transpersonal ecology";2 0  and cultural historian Theodore 
Roszak uses the term "eco-psychology,,2 1  to express the deep con
nection between these two fields, which until very recently were 
completely separate. 

Shift from Physics to the Life Sciences 

By calling the emerging new vision of reality "ecological" in the 
sense of deep ecology, we emphasize that life is at its very center. 
This is an important point for science, because in the old para
digm physics has been the model and source of metaphors for all 
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other sciences. "All philosophy is like a tree," wrote Descartes. 
"The roots are metaphysics, the trunk is physics, and the branches 
are all the other sciences."2 2 

Deep ecology has overcome this Cartesian metaphor. Even 
though the paradigm shift in physics is still of special interest 
because it was the first to occur in modern science, physics has 
now lost its role as the science providing the most fundamental 
description of reality. However, this is still not generally recog
nized today. Scientists as well as nonscientists frequently retain the 
popular belief that "if you really want to know the ultimate expla
nation, you have to ask a physicist," which is clearly a Cartesian 
fallacy. Today the paradigm shift in science, at its deepest level, 
implies a shift from physics to the life sciences. 
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The Rise 

of Systems 
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From the Parts 

to the Whole 

During this century the change from the mechanistic to the eco
logical paradigm has proceeded in different forms and at different 
speeds in the various scientific fields. It is not a steady change. It 
involves scientific revolutions, backlashes, and pendulum swings. 
A chaotic pendulum in the sense of chaos theory'----oscillations 
that almost repeat themselves, but not quite, seemingly random 
and yet forming a complex, highly organized pattern-would per
haps be the most appropriate contemporary metaphor. 

The basic tension is one between the parts and the whole. The 
emphasis on the parts has been called mechanistic, reductionist, or 
atomistic; the emphasis on the whole holistic, organismic, or eco
logical. In twentieth-century science the holistic perspective has 
become known as "systemic" and the way of thinking it implies as 
"systems thinking." In this book I shall use "ecological" and "sys
temic" synonymously, "systemic" being merely the more technical, 
scientific term. 

The main characteristics of systems thinking emerged simulta
neously in several disciplines during the first half of the century, 
especially during the 1920s. Systems thinking was pioneered by 
biologists, who emphasized the view of living organisms as inte
grated wholes. It was further enriched by Gestalt psychology and 
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the new science of ecology, and it had perhaps the most dramatic 
effects in quantum physics. Since the central idea of the new para
digm concerns the nature of life, let us first turn to biology. 

Substance and Form 

The tension between mechanism and holism has been a recurring 
theme throughout the history of biology. It is an inevitable conse
quence of the ancient dichotomy between substance (matter, struc
ture, quantity) and form (pattern, order, quality). Biological form 
is more than shape, more than a static configuration of compo
nents in a whole. There is a continual flux of matter through a 
living organism, while its form is maintained. There is develop
ment, and there is evolution. Thus the understanding of biological 
form is inextricably linked to the understanding of metabolic and 
developmental processes. 

At the dawn of Western philosophy and science, the Pythagore
ans distinguished "number," or pattern, from substance, or matter, 
viewing it as something that limits matter and gives it shape. As 
Gregory Bateson put it: 

The argument took the shape of "Do you ask what it's made of
earth, fire, water, etc.?" Or do you ask, "What is its pattern?" 
Pythagoreans stood for inquiring into pattern rather than inquir
ing into substance.2 

Aristotle, the first biologist in the Western tradition, also distin
guished between matter and form but at the same time linked the 
two through a process of development.3 In contrast with Plato, 
Aristotle believed that form had no separate existence but was 
immanent in matter. Nor could matter exist separately from form. 
Matter, according to Aristotle, contains the essential nature of all 
things, but only as potentiality. By means of form this essence 
becomes real, or actual. The process of the self-realization of the 
essence in the actual phenomena is by Aristotle called entelechy 
("self-completion"). It is a process of development, a thrust toward 
full self-realization. Matter and form are the two sides of this 
process, separable only through abstraction. 
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Aristotle created a formal system of logic and a set of unifying 
concepts, which he applied to the main disciplines of his time
biology, physics, metaphysics, ethics, and politics. His philosophy 
and science dominated Western thought for two thousand years 
after his death, during which his authority became almost as un
questioned as that of the church. 

Cartesian Mechanism 

In the sixteenth and seventeenth centuries the medieval world
view, based on Aristotelian philosophy and Christian theology, 
changed radically. The notion of an organic, living, and spiritual 
universe was replaced by that of the world as a machine, and the 
world machine became the dominant metaphor of the modern 
era. This radical change was brought about by the new discoveries 
in physics, astronomy, and mathematics known as the Scientific 
Revolution and associated with the names of Copernicus, Galileo, 
Descartes, Bacon, and Newton.4 

Galileo Galilei banned quality from science, restricting it to the 
study of phenomena that could be measured and quantified. This 
has been a very successful strategy throughout modern science, but 
our obsession with quantification and measurement has also ex
acted a heavy toll. As the psychiatrist R. D. Laing put it emphati
cally: 

Galileo's program offers us a dead world: Out go sight, sound, 
taste, touch, and smell, and along with them have since gone es
thetic and ethical sensibility, values, quality, soul, consciousness, 
spirit. Experience as such is cast out of the realm of scientific 
discourse. Hardly anything has changed our world more during 
the past four hundred years than Galileo's audacious program. We 
had to destroy the world in theory before we could destroy it in 
practice.5 

Rene Descartes created the method of analytic thinking, which 
consists in breaking up complex phenomena into pieces to under
stand the behavior of the whole from the properties of its parts. 
Descartes based his view of nature on the fundamental division 



20 THE W E B OF LIF E  

between two independent and separate realms-that of mind and 
that of matter. The material universe, including living organisms, 
was a machine for Descartes, which could in principle be under
stood completely by analyzing it in terms of its smallest parts. 

The conceptual framework created by Galileo and Descartes
the world as a perfect machine governed by exact mathematical 
laws-was completed triumphantly by Isaac Newton, whose 
grand synthesis, Newtonian mechanics, was the crowning achieve
ment of seventeenth-century science. In biology the greatest suc
cess of Descartes's mechanistic model was its application to the 
phenomenon of blood circulation by William Harvey. Inspired by 
Harvey's success, the physiologists of his time tried to apply the 
mechanistic method to describe other bodily functions, such as 
digestion and metabolism. These attempts were dismal failures, 
however, because the phenomena the physiologists tried to explain 
involved chemical processes that were unknown at the time and 
could not be described in mechanical terms. The situation 
changed significantly in the eighteenth century, when Antoine 
Lavoisier, the "father of modern chemistry," demonstrated that 
respiration is a special form of oxidation and thus confirmed the 
relevance of chemical processes to the functioning of living organ
lsms. 

In the light of the new science of chemistry the simplistic me
chanical models of living organisms were lar�y abandoned, but 
the essence of the Cartesian idea survived. Animals were still ma
chines, although they were much more complicated than mechani
cal clockworks, involving complex chemical processes. Accord
ingly, Cartesian mechanism was expressed in the dogma that the 
laws of biology can ultimately be reduced to those of physics and 
chemistry. At the same time, the rigidly mechanistic physiology 
found its most forceful and elaborate expression in a polemic trea
tise Man a Machine, by Julien de La Mettrie, which remained 
famous well beyond the eighteenth century and generated many 
debates and controversies, some of which reached even into the 
twentieth century.6 
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The Romantic Movement 

The first strong opposition to the mechanistic Cartesian paradigm 
came from the Romantic movement in art, literature, and philoso
phy in the late eighteenth and nineteenth centuries. William 
Blake, the great mystical poet and painter who exerted a strong 
influence on English Romanticism, was a passionate critic of New
ton. He summarized his critique in these celebrated lines: 

May God us keep 
from single vision and Newton's sleep.7 

The German Romantic poets and philosophers returned to the 
Aristotelian tradition by concentrating on the nature of organic 
form. Goethe, the central figure in this movement, was among the 
first to use the term "morphology;' for the study of biological form 
from a dy4mic, developmental point of view. He admired na
ture's "moving order" (bewegliche Ordnung) and conceived of 
form as a pattern of relationships within an organized whole-a 
conception that is at the forefront of contemporary systems think
ing. "Each creature," wrote Goethe, "is but a patterned gradation 
(Schattierung) of one great harmonious whole."8 The Romantic 
artists were concerned mainly with a qualitative understanding of 
patterns, and therefore they placed great emphasis on explaining 
the basic properties of life in terms of visualized forms. Goethe, in 
particular, felt that visual perception was the door to understand-
ing organic form.9 

. 

The understanding of organic form also played an important 
role in the philosophy of Immanuel Kant, who is often considered 
the greatest of the modern philosophers. An idealist, Kant sepa
rated the phenomenal world from a world of "things-in-them
selves." He believed that science could offer only mechanical ex
planations, but he affirmed that in areas where such explanations 
were inadequate, scientific knowledge needed to be supplemented 
by considering nature as being purposeful. The most important of 
these areas, according to Kant, is the understanding of life.l 0 

In his Critique of Judgment Kant discussed the nature of living 
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organisms. He argued that organisms, in contrast with machines, 
are self-reproducing, self-organizing wholes. In a machine, ac
cording to Kant, the parts only existfor each other, in the sense of 
supporting each other within a functional whole. In an organism 
the parts also exist by means of each other, in the sense of produc
ing one another. I I "We must think of each part as an organ," 
wrote Kant, "that produces the other parts (so that each recipro
cally produces the other) . . . .  Because of this, [the organism] 
will be both an organized and self-organizing being." 1 2  With this 
statement Kant became not only the first to use the term "self
organization" to define the nature of living organisms, he also 
used it in a way that is remarkably similar to some contemporary 
conceptions. I 3 

The Romantic view of nature as "one great harmonious 
whole," as Goethe put it, led some scientists of that period to 
extend their search for wholeness to the entire planet and see the 
Earth as an integrated whole, a living being. The view of the 
Earth as being alive, of course, has a long tradition. Mythical 
images of the Earth Mother are among the oldest in human reli
gious history. Gaia, the Earth Goddess, was revered as the su
preme deity in early, pre-Hellenic Greece.1 4 Earlier still, from the 
Neolithic through the Bronze Ages, the societies of "Old Europe" 
worshiped numerous female deities as incarnations of Mother 
Earth. I 5 

The idea of the Earth as a living, spiritual being continued to 
flourish throughout the Middle Ages and the Renaissance, until 
the whole medieval outlook was replaced by the Cartesian image 
of the world as a machine. So when scientists in the eighteenth 
century began to visualize the Earth as a living being, they revived 
an ancient tradition that had been dormant for only a relatively 
brief period. 

More recently, the idea of a living planet was formulated in 
modern scientific language as the so-called Gaia hypothesis, and it 
is interesting that the views of the living Earth developed by eigh
teenth-century scientists contain some key elements of our con
temporary theory. 1 6  The Scottish geologist James Hutton main
tained that geological and biological processes are all interlinked 
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and compared the Earth's waters to the circulatory system of an 
animal. The German naturalist and explorer Alexander von 
Humboldt, one of the greatest unifying thinkers of the eighteenth 
and nineteenth centuries, took this idea even further. His "habit of 
viewing the Globe as a great whole" led Humboldt to identifying 
climate as a unifying global force and to recognizing the coevolu
tion of living organisms, climate, and Earth crust, which almost 
encapsulates the contemporary Gaia hypothesis. ' 7 

At the end of the eighteenth and the beginning of the nine
teenth centuries the influence of the Romantic movement was so 
strong that the primary concern of biologists was the problem of 
biological form, and questions of material composition were sec
ondary. This was especially true for the great French schools of 
comparative anatomy, or "morphology," pioneered by Georges 
Cuvier, who created a system of zoological classification based on 
similarities of structural relations. '8 

Nineteenth-Century Mechanism 

During the second half of the nineteenth century the pendulum 
swung back to mechanism, when the newly perfected microscope 
led to many remarkable advances in biology.' 9 The nineteenth 
century is best known for the establishment of evolutionary 
thought, but it also saw the formulation of cell theory, the begin
ning of modern embryology, the rise of microbiology, and the 
discovery of the laws of heredity. These new discoveries grounded 
biology firmly in physics and chemistry, and scientists renewed 
their efforts to search for physico-chemical explanations of life. 

When Rudolf Virchow formulated cell theory in its modern 
form, the focus of biologists shifted from organisms to cells. Bio
logical functions, rather than reflecting the organization of the 
organism as a whole, were now seen as the results of interactions 
among the cellular building blocks. 

Research in microbiology-a new field that revealed an unsus
pected richness and complexity of microscopic living organisms
was dominated by the genius of Louis Pasteur, whose penetrating 
insights and clear formulations made a lasting impact in chemis-
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try, biology, and medicine. Pasteur was able to establish the role of 
bacteria in certain chemical processes, thus laying the foundations 
of the new science of biochemistry, and he demonstrated that 
there is a definite correlation between "germs" (microorganisms) 
and disease. 

Pasteur's discoveries led to a simplistic "germ theory of dis
ease," in which bacteria were seen as the only cause of disease. 
This reductionist view eclipsed an alternative theory that had been 
taught a few years earlier by Claude Bernard, the founder of 
modern experimental medicine. Bernard insisted on the close and 
intimate relation between an organism and its environment and 
was the first to point out that each organism also has an internal 
environment, in which its organs and tissues live. Bernard ob
served that in a healthy organism this internal environment re
mains essentially constant, even when the external environment 
fluctuates considerably. His concept of the constancy of the inter
nal environment foreshadowed the important notion of homeosta
sis, developed by Walter Cannon in the 1 920s. 

The new science of biochemistry progressed steadily and estab
lished the firm belief among biologists that all properties and func
tions of living organisms would eventually be explained in terms 
of chemical and physical laws. This belief was most clearly ex
pressed by Jacques Loeb in The Mechanistic Conception of Life, 
which had a tremendous influence on the biological thinking of its 
time. 

Vitalism 

The triumphs of nineteenth-century biology-cell theory, embry
ology, and microbiology--established the mechanistic conception 
of life as a firm dogma among biologists. Yet they carried within 
themselves the seeds of the next wave of opposition, the school 
known as organismic biology, or "organicism." While cell biology 
made enormous progress in understanding the structures and 
functions of many of the cell's subunits, it remained largely igno
rant of the coordinating activities that integrate those operations 
into the functioning of the cell as a whole. 

r 
I I I 
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The limitations of the reductionist model were shown even 
more dramatically by the problems of cell development and differ
entiation. In the very early stages of the development of higher 
organisms, the number of their cells increases from one to two, to 
four, and so forth, doubling at each step. Since the genetic infor
mation is identical in each cell, how can these cells specialize in 
different ways, becoming muscle cells, blood cells, bone cells, 
nerve cells, and so on? This basic problem of development, which 
appears in many variations throughout biology, clearly flies in the 
face of the mechanistic view of life. 

Before organicism was born, many outstanding biologists went 
through a phase of vitalism, and for many years the debate be
tween mechanism and holism was framed as one between mecha
nism and vitalism.2 0 A clear understanding of the vitalist idea is 
very useful, since it stands in sharp contrast with the systems view 
of life that was to emerge from organismic biology in the twenti
eth century. 

Vitalism and organicism are both opposed to the reduction of 
biology to physics and chemistry. Both schools maintain that al
though the laws of physics and chemistry are applicable to organ
isms, they are insufficient to fully understand the phenomenon of 
life. The behavior of a living organism as an integrated whole 
cannot be understood from the study of its parts alone. As the 
systems theorists would put it several decades later, the whole is 
more than the sum of its parts. 

Vitalists and organismic biologists differ sharply in their an
swers to the questio� In what sense exactly is the whole more than 
the sum of its parts? Vitalists assert that some nonphysical entity, 
force, or field must be added to the laws of physics and chemistry 
to understand life. Organismic biologists maintain that the addi
tional ingredient is the understanding of "organization," or "or
ganizing relations." 

Since these organizing relations are patterns of relationships 
immanent in the physical structure of the organism, organismic 
biologists assert that no separate, nonphysical entity is required for 
the understanding of life. We shall see later on that the concept of 
organization has been refined to that of "self-organization" in 
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contemporary theories of living systems and that understanding 
the pattern of self-organization is the key to understanding the 
essential nature of life. 

Whereas organismic biologists challenged the Cartesian ma
chine analogy by trying to understand biological form in terms of 
a wider meaning of organization, vitalists did not really go beyond 
the Cartesian paradigm. Their language was limited by the same 
images and metaphors; they merely added a nonphysical entity as 
the designer or director of the organizing processes that defy 
mechanistic explanations. Thus the Cartesian split of mind and 
body led to both mechanism and vitalism. When Descartes's fol
lowers banned the mind from biology and conceived the body as a 
machine, the "ghost in the machine"-to use Arthur Koestler's 
phrase2 I -soon reappeared in vitalist theories. 

The German embryologist Hans Driesch initiated the opposi
tion to mechanistic biology at the turn of the century with his 
pioneering experiments on sea urchin eggs, which led him to for
mulate the first theory of vitalism. When Driesch destroyed one of 
the cells of an embryo at the very early two-celled stage, the re
maining cell developed not into half a sea urchin, but into a com
plete but smaller organism. Similarly, complete smaller organisms 
developed after the destruction of two or three cells in four-celled 
embryos. Driesch realized that his sea urchin eggs had done what 
a machine could never do: they had regenerated wholes from 
some of their parts. 

To explain this phenomenon of self-regulation, Driesch seems 
to have looked strenuously for the missing pattern of organiza
tion.2 2 But instead of turning to the concept of pattern, he postu
lated a causal factor, for which he chose the Aristotelian term 
entelechy. However, whereas Aristotle's entelechy is a process of 
self-realization that unifies matter and form, the entelechy postu
lated by Driesch is a separate entity, acting on the physical system 
without being part of it. 

The vitalist idea has been revived recently in much more so
phisticated form by Rupert Sheldrake, who postulates the exis
tence of nonphysical morphogenetic ("form-generating") fields as 

r ! 
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the causal agents of the development and maintenance of biologi
cal form.23  

Organismic Biology 

During the early twentieth century organismic biologists, oppos
ing both mechanism and vitalism, took up the problem of biologi
cal form with new enthusiasm, elaborating and refining many of 
the key insights of Aristotle, Goethe, Kant, and Cuvier. Some of 
the main characteristics of what we now call systems thinking 
emerged from their extensive reflections.2 4 

Ross Harrison, one of the early exponents of the organismic 
school, explored the concept of organization, which had gradually 
come to replace the old notion of function in physiology. This shift 
from function to organization represents a shift from mechanistic 
to systemic thinking, because function is essentially a mechanistic 
concept. Harrison identified configuration and relationship as two 
important aspects of organization, which were subsequently uni
fied in the concept of pattern as a configuration of ordered rela
tionships. 

The biochemist Lawrence Henderson was influential through 
his early use of the term "system" to denote both living organisms 
and social systems.2 5 From that time on, a system has come to 
mean an integrated whole whose essential properties arise from 
the relationships between its parts, and "systems thinking" the 
understanding of a phenomenon within the context of a larger 
whole. This is, in fact, the root meaning of the word "system," 
which derives from the Greek synhistanai ("to place together"). To 
understand things systemically literally means to put them into a 
context, to establish the nature of their relationships.2 6 

The biologist Joseph Woodger asserted that organisms could be 
described completely in terms of their chemical elements, "plus 
organizing relations." This formulation had considerable influ
ence on Joseph Needham, who maintained that the publication of 
Woodger's Biological Principles in 1 936 marked the end of the 
debate between mechanists and vitalists.2 7 Needham, whose early 
work was on problems in the biochemistry of development, was 
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always deeply interested in the philosophical and historical dimen
sions of science. He wrote many essays in defense of the mechanis
tic paradigm but subsequently came to embrace the organismic 
outlook. "A logical analysis of the concept of organism," he wrote 
in 1 935, "leads us to look for organizing relations at all levels, 
higher and lower, coarse and fine, of the living structure."2 8 Later 
on Needham left biology to become one of the leading historians 
of Chinese science and, as such, an ardent advocate of the organis
mic world view that is the basis of Chinese thought. 

Woodger and many others emphasized that one of the key 
characteristics of the organization of living organisms was its hier
archical nature. Indeed, an outstanding property of all life is the 
tendency to form multileveled structures of systems within sys
tems. Each of these forms a whole with respect to its parts while at 
the same time being a part of a larger whole. Thus cells combine 
to form tissues, tissues to form organs, and organs to form organ
isms. These in turn exist within social systems and ecosystems. 
Throughout the living world we find living systems nesting 
within other living systems. 

Since the early days of organismic biology these multileveled 
structures have been called hierarchie�. However, this term can be 
rather misleading, since it is derived from human hierarchies, 
which are fairly rigid structures of domination and control, quite 
unlike the multileveled order found in nature. We shall see that 
the important concept of the network-the web of life-provides 
a new perspective on the so-called hierarchies of nature. 

What the early systems thinkers recognized very clearly is the 
existence of different levels of complexity with different kinds of 
laws operating at each level. Indeed, the concept of "organized 
complexity" became the very subject of the systems approach.2 9 At 
each level of complexity the observed phenomena exhibit proper
ties that do not exist at the lower level. For example, the concept 
of temperature, which is central to thermodynamics, is meaning
less at the level of individual atoms, where the laws of quantum 
theory operate. Similarly, the taste of sugar is not present in the 
carbon, hydrogen, and oxygen atoms that constitute its compo
nents. In the early 1 920s the philosopher C. D. Broad coined the 
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term "emergent properties" for those properties that emerge at a 
certain level of complexity but do not exist at lower levels. 

Systems Thinking 

The ideas set forth by organismic biologists during the first half of 
the century helped to give birth to a new way of thinking
"systems thinking"-in terms of connectedness, relationships, con
text. According to the systems view, the essential properties of an 
organism, or living system, are properties of the whole, which 
none of the parts have. They arise from the interactions and rela
tionships among the parts. These properties are destroyed when 
the system is dissected, either physically or theoretically, into iso
lated elements. Although we can discern individual parts in any 
system, these parts are not isolated, and the nature of the whole is 
always different from the mere sum of its parts. The systems view 
of life is illustrated beautifully and abundantly in the writings of 
Paul Weiss, who brought systems concepts to the life sciences from 
his earlier studies of engineering and spent his whole life explor
ing and advocating a full organismic conception of biology.3 0 

The emergence of systems thinking was a profound revolution 
in the history of Western scientific thought. The belief that in 
every complex system the behavior of the whole can be understood 
entirely from the properties of its parts is central to the Cartesian 
paradigm. This was Descartes's celebrated method of analytic 
thinking, which has been an essential characteristic of modern 
scientific thought. In the analytic, or reductionist, approach, the 
parts themselves cannot be analyzed any further, except by reduc
ing them to still smaller parts. Indeed, Western science has been 
progressing in that way, and at each step there has been a level of 
fundamental constituents that could not be analyzed any further. 

The great shock of twentieth-century science has been that sys
tems cannot be understood by analysis. The properties of the parts 
are not intrinsic properties but can be understood only within the 
context of the larger whole. Thus the relationship between the 
parts and the whole has been reversed. In the systems approach 
the properties of the parts can be understood only from the orga-
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nization of the whole. Accordingly, systems thinking concentrates 
not on basic building blocks, but on basic principles of organiza
tion. Systems thinking is "contextual," which is the opposite of 
analytical thinking. Analysis means taking something apart in or
der to understand it; systems thinking means putting it into the 
context of a larger whole. 

Quantum Physics 

The realization that systems are integrated wholes that cannot be 
understood by analysis was even more shocking in physics than in 
biology. Ever since Newton, physicists had believed that all physi
cal phenomena could be reduced to the 'properties of hard and 
solid material particles. In the 1920s, however, quantum theory 
forced them to accept the fact that the solid material objects of 
classical physics dissolve at the subatomic level into wavelike pat
terns of probabilities. These patterns, moreover, do not represent 
probabilities of things, but rather probabilities of interconnections. 
The subatomic particles have no meaning as isolated entities but 
can be understood only as interconnections, or correlations, among 
various processes of observation and measurement. In other 
words, subatomic particles are not "things" but interconnections 
among things, and these, in turn, are interconnections among 
other things, and so on. In quantum theory we never end up with 
any "things"; we always deal with interconnections. 

This is how quantum physics shows that we cannot decompos� 
the world into independently existing elementary units. As we 
shift our attention from macroscopic objects to atoms and sub
atomic particles, nature does not show us any isolated building 
blocks, but rather appears as a complex web of relationships 
among the various parts of a unified whole. As Werner Heisen
berg, one of the founders of quantum theory, put it, "The world 
thus appears as a complicated tissue of events, in which connec
tions of different kinds alternate or overlap or combine and 
thereby determine the texture of the whole."3 1 

Molecules and atoms-the structures described by quantum 
physics--consist of components. However, these components, the 
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subatomic particles, cannot be understood as isolated entities but 
must be defined through their interrelations. In the words of 
Henry Stapp, "An elementary particle is not an independently 
existing unanalyzable entity. It is, in essence, a set of relationships 
that reach outward to other things."3 2 

In the formalism of quantum theory these relationships are 
expressed in terms of probabilities, and the probabilities are deter
mined by the dynamics of the whole system. Whereas in classical 
mechanics the properties and behavior of the parts determine 
those of the whole, the situation is reversed in quantum mechan-
ics: it is the whole that determines the behavior of the parts. i 

During the 1 920s the quantum physicists struggled with the I same conceptual shift from the parts to the whole that gave rise to 
I the school of organismic biology. In fact, the biologists would I 

probably have found it much harder to overcome Cartesian mech- , !,: anism had it not broken down in such a spectacular fashion in 
physics, which had been the great triumph of the Cartesian para-
digm for three centuries. Heisenberg saw the shift from the parts 
to the whole as the central aspect of that conceptual revolution, 
and he was so impressed by it that he titled his scientific autobiog-
raphy Der Teil und das Ganze (The Part and the Whole}. 3 3  

Gestalt Psychology 

When the first organismic biologists grappled with the problem of 
organic form and debated the relative merits of mechanism and 
vitalism, German psychologists contributed to that dialogue from 
the very beginning.34 The German word for organic form is Ge
stalt (as distinct from Form, which denotes inanimate form), and 
the much discussed problem of organic form was known as the 
Gestaltproblem in those days. At the turn of the century, the phi
losopher Christian von Ehrenfels was the first to use Gestalt in the 
sense of an irreducible perceptual pattern, which sparked the 
school of Gestalt psychology. Ehrenfels characterized a gestalt by 
asserting that the whole is more than the sum of its parts, which 
would become the key formula of systems thinkers later on.3 5 

Gestalt psychologists, led by Max Wertheimer and Wolfgang 
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Kohler, saw the existence of irreducible wholes as a key aspect of 
perception. Living organisms, they asserted, perceive things not in 
terms of isolated elements, but as integrated perceptual patterns
meaningful organized wholes, which exhibit qualities that are ab
sent in their parts. The notion of pattern was always implicit in 
the writings of the Gestalt psychologists, who often used the anal
ogy of a musical theme that can be played in different keys with
out losing its essential features. 

Like the organismic biologists, Gestalt psychologists saw their 
school of thought as a third way beyond mechanism and vitalism. 
The Gestalt school made substantial contributions to psychology, 
especially in the study of learning and the nature of associations. 
Several decades later, during the 1 960s, the holistic approach to 
psychology gave rise to a corresponding school of psychotherapy 
known as Gestalt therapy, which emphasizes the integration of 
personal experiences into meaningful wholes.3 6 

In the Germany of the 1 920s, the Weimar Republic, both orga
nismic biology and Gestalt psychology were part of a larger intel
lectual trend that saw itself as a protest movement against the 
increasing fragmentation and alienation of human nature. The 
entire Weimar culture was characterized by an antimechanistic 
outlook, a "hunger for wholeness."3 7 Organismic biology, Gestalt 
psychology, ecology, and, later on, general systems theory all grew 
out of this holistic zeitgeist. 

Ecology 

While organismic biologists encountered irreducible wholeness in 
organisms, quantum physicists in atomic phenomena, and Gestalt 
psychologists in perception, ecologists encountered it in their stud
ies of animal and plant communities. The new science of ecology 
emerged out of the organismic school of biology during the nine
teenth century, when biologists began to study communities of 
organisms. 

Ecology-from the Greek oikos ("household")-is the study of 
the Earth Household. More precisely it is the study of the relation
ships that interlink all members of the Earth Household. The 
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term was coined in 1 866 by the German biologist Ernst Haeckel, 
who defined it as "the science of relations between the organism 
and the surrounding outer world."3 8 In 1909 the word Umwelt 
("environment") was used for the first time by the Baltic biologist 
and ecological pioneer Jakob von Uexkiil1. 3 9  In the 1920s ecolo
gists focused on functional relationships within animal and plant 
communities.4 o In his pioneering book, Animal Ecology, Charles 
Elton introduced the concepts of food chains and food cycles, 
viewing the feeding relationships within biological communities as 
their central organizing principle. 

Since the language of the early ecologists was very close to that 
of organismic biology, it is not surprising that they compared bio
logical communities to organisms. For example, Frederic Clem
ents, an American plant ecologist and pioneer in the study of 
succession, viewed plant communities as "superorganisms." This 
concept sparked a lively debate, which went on for more than a 
decade until the British plant ecologist A. G. Tansley rejected the 
notion of superorganisms and coined the term "ecosystem" to 
characterize animal and plant communities. The ecosystem con
cept-defined today as "a community of organisms and their 
physical environment interacting as an ecological unit"4 ' -shaped 
all subsequent ecological thinking and, by its very name, fostered a 
systems approach to ecology. 

The term "biosphere" was first used in the late nineteenth cen
tury by the Austrian geologist Eduard Suess to describe the layer 
of life surrounding the Earth. A few decades later the Russian 
geochemist Vladimir Vernadsky developed the concept into a full
fledged theory in his pioneering book, Biosphere.4 2  Building on the 
ideas of Goethe, Humboldt, and Suess, Vernadsky saw life as a 
"geological force" that partly creates and partly controls the plane
tary environment. Among all the early theories of the living Earth, 
Vernadsky's comes closest to the contemporary Gaia theory devel
oped by James Lovelock and Lynn Margulis in the 1970s.43 

The new science of ecology enriched the emerging systemic 
way of thinking by introducing two new concepts--community 
and network. By viewing an ecological community as an assem
blage of organisms, bound into a functional whole by their mutual 
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relationships, ecologists facilitated the change of focus from organ
isms to communities and back, applying the same kinds of con
cepts to different systems levels. 

Today we know that most organisms are not only members of 
ecological communities but are also complex ecosystems them
selves, containing a host of smaller organisms that have consider
able autonomy and yet are integrated harmoniously into the func
tioning of the whole. So there are three kinds of living systems
organisms, parts of organisms, and communities of organisms-all 
of which are integrated wholes whose essential properties arise 
from the interactions and interdependence of their parts. 

Over billions of years of evolution many species have formed 
such tightly knit communities that the whole system resembles a 
large, multicreatured organism.44 Bees and ants, for example, are 
unable to survive in isolation, but in great numbers they act almost 
like the cells of a complex organism with a collective intelligence 
and capabilities for adaptation far superior to those of its individ
ual members. Similar close coordination of activities exists also 
among different species, where it is known as symbiosis, and again 
the resulting living systems have the characteristics of single or
ganisms.4 5 

From the beginning of ecology, ecological communities have 
been seen as consisting of organisms linked together in network 
fashion through feeding relations. This idea is found repeatedly in 
the writings of nineteenth-century naturalists, and when food 
chains and food cycles began to be studied in the 1920s, these 
concepts were soon expanded to the contemporary concept of food 
webs. 

The "web of life" is, of course, an ancient idea, which has been 
used by poets, philosophers, and mystics throughout the ages to 
convey their sense of the interwovenness and interdependence of 
all phenomena. One of the most beautiful expressions is found in 
the celebrated speech attributed to Chief Seattle, which serves as 
the motto for this book. 

As the network concept became more and more prominent in 
ecology, systemic thinkers began to use network models at all 
systems levels, viewing organisms as networks of cells, organs, and 
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organ systems, just as ecosystems are understood as networks of 
individual organisms. Correspondingly, the flows of matter and 
energy through ecosystems were perceived as the continuation of 
the metabolic pathways through organisms. 

The view of living systems as networks provides a novel per
spective on the so-called hierarchies of nature.4 6 Since living sys
tems at all levels are networks, we must visualize the web of life as 
living systems (networks) interacting in network fashion with 
other systems (networks). For example, we can picture an ecosys
tem schematically as a network with a few nodes. Each node 
represents an organism, which means that each node, when mag
nified, appears itself as a network. Each node in the new network 
may represent an organ, which in turn will appear as a network 
when magnified, and so on. 

In other words, the web of life consists of networks within 
networks. At each scale, under closer scrutiny, the nodes of the 
network reveal themselves as smaller networks. We tend to ar
range these systems, all nesting within larger systems, in a hierar
chical scheme by placing the larger systems above the smaller ones 
in pyramid fashion. But this is a human projection. In nature 
there is no "above" or "below," and there are no hierarchies. 
There are only networks nesting within other networks. 

During the last few decades the network perspective has be
come more and more central to ecology. As the ecologist Bernard 
Patten put it in his concluding remarks to a recent conference on 
ecological networks: "Ecology is networks. . . . To understand 
ecosystems ultimately will be to understand networks."4 7 Indeed, 
during the second half of the century the network concept has 
been the key to the recent advances in the scientific understanding 
not only of ecosystems but of the very nature of life. 
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Systems Theories 

By the 1930s most of the key criteria of systems thinking had been 
formulated by organismic biologists, Gestalt psychologists, and 
ecologists. In all these fields the exploration of living systems
organisms, parts of organisms, and communities of organisms
had led scientists to the same new way of thinking in terms of 
connectedness, relationships, and context. This new thinking was 
also supported by the revolutionary discoveries in quantum phys
ics in the realm of atoms and subatomic particles. 

Criteria of Systems Thinking 

It is perhaps worthwhile to summarize the key characteristics of 
systems thinking at this point. The first, and most general, crite
rion is the shift from the parts to the whole. Living systems are 
i,ntegrated wholes whose properties cannot be reduced to those of 
smaller parts. Their essential, or "systemic," properties are proper
ties of the whole, which none of the parts have. They arise from 
the "organizing relations" of the parts-that is, from a configura
tion of ordered relationships that is characteristic of that particular 
class of organisms, or systems. Systemic properties are destroyed 
when a system is dissected into isolated elements. 
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Another key criterion of systems thinking is the ability to shift 
one's attention back and forth between systems levels. Throughout 
the living world we find systems nesting within other systems, and 
by applying the same concepts to different systems levels-for 
example, the concept of stress to an organism, a city, or an econ
omy-we can often gain important insights. On the other hand, 
we also have to recognize that, in general, different systems levels 
represent levels of differing complexity. At each level the observed 
phenomena exhibit properties that do not exist at lower levels. 
The systemic properties of a particular level are called "emergent" 
properties, since they emerge at that particular level. 

In the shift from mechanistic thinking to systems thinking, the 
relationship between the parts and the whole has been reversed. 
Cartesian science believed that in any complex system the behavior 
of the whole could be analyzed in terms of the properties of its 
parts. Systems science shows that living systems cannot be under
stood by analysis. The properties of the parts are not intrinsic 
properties but can be understood only within the context of the 
larger whole. Thus systems thinking is "contextual" thinking; and 
since explaining things in terms of their context means explaining 
them in terms of their environment, we can also say that all sys
tems thinking is environmental thinking. 

Ultimately-as quantum physics showed so dramatically
there are no parts at all. What we call a part is merely a pattern in 
an inseparable web of relationships. Therefore the shift from the 
parts to the whole can also be seen as a shift from objects to 
relationships. In a sense, this is a figure/ground shift. In the mech
anistic view the world is a collection of objects. These, of course, 
interact with one another, and hence there are relationships 
among them. But the relationships are secondary, as illustrated 
schematically below in figure 3- 1A. In the systems view we realize 
that the objects themselves are networks of relationships, embed
ded in' larger networks. For the systems thinker the relationships 
are primary. The boundaries of the discernible patterns ("objects") 
are secondary, as pictured-again in greatly simplified fashion
in figure 3- 1 B. 

The perception of the living world as a network of relationships 
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Figure 3-1 

Figure/ground shift from objects tp relationships. 

has made thinking in terms of networks-expressed more ele
gantly in German as vernetztes Denken-another key characteristic 
of systems thinking. This "network thinking" has influenced not 
only our view of nature but also the way we speak about scientific 
knowledge. For thousands of years Western scientists and philoso
phers have used the metaphor of knowledge as a building, to
gether with many other architectural metaphors derived from it.! 
We speak of Jundamental laws,Jundamental principles, basic build
ing blocks, and the like, and we assert that the edifice of science 
must be built on firmJoundations. Whenever major scientific revo
lutions occurred, it was felt that the foundations of science were 
movmg. Thus Descartes wrote in his celebrated Discourse on 
Method: 

In so far as [the sciences) borrow their principles from philosophy, 
I considered that nothing solid could be built on such shifting 
foundations.2 

Three hundred years later Heisenberg wrote in his Physics and 
Philosophy that the foundations of classical physics, that is, of the 
very edifice Descartes had built, were shifting: 

The violent reaction to the recent development of modern physics \ can only be understood when one realizes that here the founda-
tions of physics have started moving; and that this motion has \ 
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caused the feeling that the ground would be cut from under sci
ence.3 

Einstein, in his autobiography, described his feelings in terms very 
similar to Heisenberg's: 

It was as if the ground had been pulled out from under one, with 
no firm foundation to be seen anywhere, upon which one could 
have built.4 

In the new systems thinking, the metaphor of knowledge as a 
building is being replaced by that of the network. As we perceive 
reality as a network of relationships, our descriptions, too, form an 
interconnected network of concepts and models in which there are 
no foundations. For most scientists such a view of knowledge as a 
network with no firm foundations is extremely unsettling, and 
today it is by no means generally accepted. But as t�e network 
approach expands throughout the scientific community, the idea 
of knowledge as a network will undoubtedly find increasing ac
ceptance. 

The notion of scientific knowledge as a network of concepts 
and models, in which no part is any more fundamental than the 
others, was formalized in physics by Geoffrey Chew in his "boot
strap philosophy" in the 1 970s.5 The bootstrap philosophy not only 
abandons the idea of fundamental building blocks of matter, it 
accepts no fundamental entities whatsoever-no fundamental 
constants, laws, or equations. The material universe is seen as a 
dynamic web of interrelated events. None of the properties of any 
part of this web is fundamental; they all follow from the proper
ties of the other parts, and the overall consistency of their interre
lations determines the structure of the entire web. 

When this approach is applied to science as a whole, it implies 
that physics can no longer be seen as the most fundamental level 
of science. Since there are no foundations in the network, the 
phenomena described by physics are not any more fundamental 
than those described by, say, biology or psychology. They belong 
to different systems levels, but none of those levels is any more 
fundamental than the others. 
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Another important implication of the view of reality as an in
separable network of relationships concerns the traditional concept 
of scientific objectivity. In the Cartesian paradigm scientific de
scriptions are believed to be objective-that is, independent of the 
human observer and the process of knowing. The new paradigm 
implies that epistemology-understanding of the process of know
ing-has to be included explicitly in the description of natural 
phenomena. 

This recognition entered into science with Werner Heisenberg 
and is closely related to the view of physical reality as a web of 
relationships. If we imagine the network pictured previously in 
figure 3- 1 B  as much more intricate, perhaps somewhat similar to 
an inkblot in a Rorschach test, we can easily understand that 
isolating a pattern in this complex network by drawing a bound
ary around it and calling it an "object" will be somewhat arbi
trary. 

Indeed, this is what happens when we refer to objects in our 
environment. For example, when we see a network of relation
ships among leaves, twigs, branches, and a trunk, we call it a 
"tree." When we draw a picture of a tree, most of us will not draw 
the roots. Yet the roots of a tree are often as expansive as the parts 
we see. In a forest, moreover, the roots of all trees are intercon
nected and form a dense underground network in which there are 
no precise boundaries between individual trees. 

In short, what we call a tree depends on our perceptions. It 
depends, as we say in science, on our methods of observation and 
measurement. In the words of Heisenberg: "What we observe is 
not nature itself, but nature exposed to our method of question
ing."6 Thus systems thinking involves a shift from objective to 
"epistemic" science, to a framework in which epistemology-"the 
method of questioning"-becomes an integral part of scientific 
theories. 

The criteria of systems thinking described in this brief sum
mary are all interdependent. Nature is seen as an interconnected 
web of relationships, in which the identification of specific pat
terns as "objects" depends on the human observer and the process 
of knowing. This web of relationships is described in terms of a 
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corresponding network of concepts and models, none of which is 
any more fundamental than the others. 

This new approach to science immediately raises an important 
question. If everything is connected to everything else, how can we 
ever hope to understand anything? Since all natural phenomena 
are ultimately interconnected, in order to explain any one of them 
we need to understand all the others, which is obviously impossi
ble. 

What makes it possible to turn the systems approach into a 
science is the discovery that there is approximate knowledge. This 
insight is crucial to all of modern science. The old paradigm is 
based on the Cartesian belief in the certainty of scientific knowl
edge. In the new paradigm it is recognized that all scientific con
cepts and theo;ies are limited and approximate. Science can never 
provide any complete and definitive understanding. 

This can be illustrated easily with a simple experiment that is 
often performed in introductory physics courses. The professor 
drops an object from a certain height and shows her students with 
a simple formula from Newtonian physics how to calculate the 
time it takes for the object to reach the ground. As with most of 
Newtonian physics, this calculation will neglect the resistance of 
the air and will therefore not be completely accurate. Indeed, if 
the object to be dropped were a feather, the experiment would not 
work at all. 

The professor may be satisfied with this "first approximation," 
or she may want to go a step further and take the air resistance 
into account by adding a simple term to the formula. The result
the second approximation-will be more accurate but still not 
completely so, because air resistance depends on the temperature 
and pressure of the air. If the professor is very ambitious, she may 
derive a much more complicated formula as a third approxima
tion, which would take these variables into account. 

However, the air resistance depends not only on the tempera
ture and air pressure, but also on the air convection-that is, on 
the large-scale circulation of air particles through the room. The 
students may observe that this air convection is caused, in addition 
to an open window, by their breathing patterns; and at this point 
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the professor will probably stop the process of improving the ap
proximation in successive steps. 

This simple example shows that the fall of an object is con
nected in multiple ways to its environment-and, ultimately, to 
the rest of the universe. No matter how many connections we take 
into account in our scientific description of a phenomenon, we will 
always be forced to leave others out. Therefore scientists can never 
deal with truth, in the sense of a precise correspondence between 
the description and the described phenomenon. In science we al
ways deal with limited and approximate descriptions of reality. 
This may sound frustrating, but for systems thinkers the fact that 
we can obtain approximate knowledge about an infinite web of 
interconnected patterns is a source of confidence and strength. 
Louis Pasteur said it beautifully: 

Science advances through tentative answers to a series of more and 
more subtle questions which reach deeper and deeper into the 
essence of natural phenomena.7 

Process Thinking 

All the systems concepts discussed so far can be seen as different 
aspects of one great strand of systemic thinking, which we may 
call contextual thinking. There is another strand of equal impor
tance, which emerged somewhat later in twentieth-century sci
ence. This second strand is process thinking. In the mechanistic 
framework of Cartesian science there are fundamental structures, 
and then there are forces and mechanisms through which these 
interact, thus giving rise to processes. In systems science every 
structure is seen as the manifestation of underlying processes. Sys
tems thinking is always process thinking. 

In the development of systems thinking during the first half of 
the century, the process aspect was first emphasized by the Aus
trian biologist Ludwig von Bertalanffy in the late 1 930s and was 
further explored in cybernetics during the 1940s. Once the cyber
neticists had made feedback loops and other dynamic patterns a 
central subject of scientific investigation, ecologists began to study 
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the cyclical flows of matter and energy through ecosystems. For 
example, Eugene Odum's text Fundamentals of Ecology, which in
fluenced a whole generation of ecologists, depicted ecosystems in 
terms of simple flow diagrams.8 

Of course, like contextual thinking, process thinking, too, had 
its forerunners, even in Greek antiquity. Indeed, at the dawn of 
Western science we encOunter Heraclitus' celebrated dictum: "Ev
erything flows." During the 1920s the English mathematician and 
philosopher Alfred North Whitehead formulated a strongly pro
cess-oriented philosophy.9 At the same time the physiologist Wal
ter Cannon took up Claude Bernard's principle of the constancy of 
an organism's "internal environment" and refined it into the con- · 
cept of homeostasis-the self-regulatory mechanism that allows 
organisms to maintain themselves in a state of dynamic balance 
with their variables fluctuating between tolerance limits. l  () 

In the meantime, detailed experimental studies of cells had 
made it clear that the metabolism of a living cell combines order 
and activity in a way that cannot be described by mechanistic 
science. It involves thousands of chemical reactions, all taking 
place simultaneously to transform the cell's nutrients, synthesize 
its basic structures, and eliminate its waste products. Metabolism is 
a continual, complex, and highly organized activity. 

Whitehead's process philosophy, Cannon's concept of homeo
stasis, and the experimental work on metabolism all had a strong 
influence on Ludwig von Bertalanffy, leading him to formulate a 
new theory of "open systems." Later on, during the 1 940s, 
Bertalanffy enlarged his framework and attempted to combine the 
various concepts of systems thinking and organismic biology into a 
formal theory of living systems. 

Tektology 

Ludwig von Bertalanffy is commonly credited with the first for
mulation of a comprehensive theoretical framework describing the 
principles of organization of living systems. However, twenty to 
thirty years before he published the first papers on his "general 
systems theory," Alexander Bogdanov, a Russian medical re-
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searcher, philosopher, and economist, developed a systems theory 
of equal sophistication and scope, which unfortunately is still 
largely unknown outside of Russia.1 I 

Bogdanov called his theory "tektology," from the Greek tekton 
("builder"), which can be translated as "the science of structures." 
Bogdanov's main goal was to clarify and generalize the principles 
of organization of all living and nonliving structures: 

Tektology must clarify the modes of organization that are per
ceived to exist in nature and human activity; then it must general
ize and systematize these modes; further it must explain them, that 
is, propose abstract schemes of their tendencies and laws. . . . 
Tektology deals with organizational experi�nces not of this or that 
specialized field, but of all these fields together. In other words, 
tektology embraces the subject matter of all the other sciences. 1 2  

Tektology was the first attempt in the history of science to 
arrive at a systematic formulation of the principles of organization 
operating in living and nonliving systems. I 3 It anticipated the con
ceptual framework of Ludwig von Bertalanffy's general systems 
theory, and it also included several important ideas that were 
formulated four decades later, in a different language, as key prin
ciples of cybernetics by Norbert Wiener and Ross Ashby . 1 4  

Bogdanov's goal was to formulate a "universal science of  orga
nization." He defined organizational form as "the totality of con
nections among systemic elements," which is virtually identical to 
our contemporary definition of pattern of organization.l s Using 
the terms "complex" and "system" interchangeably, Bogdanov 
distinguished three kinds of systems: organized complexes, where 
the whole is greater than the sum of its parts; disorganized com
plexes, where the whole is smaller than the sum of its parts; and 
neutral complexes, where the organizing and disorganizing activi
ties cancel each other. 

The stability and development of all systems can be understood, 
according to Bogdanov, in terms of two basic organizational 
mechanisms: formation and regulation. By studying both forms of 
organizational dynamics and illustrating them with numerous ex-
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am pies from natural and social systems, Bogdanov explores several 
key ideas pursued by organismic biologists and by cyberneticists. 

The dynamics of formation consists in the joining of complexes 
through various kinds of linkages, which Bogdanov analyzes in 
great detail. He emphasizes in particular that the tension between 
crisis and transformation is central to the formation of complex 
systems. Foreshadowing the work of IIya Prigogine,! 6 Bogdanov 
shows how organizational crisis manifests itself as a breakdown of 
the existing systemic balance and at the same time represents an 
organizational transition to a new state of balance. By defining 
categories of crises, Bogdanov even anticipates the concept of ca
tastrophe developed by the French mathematician Rene Thorn, 
which is a key ingredient in the currently emerging new mathe
matics of complexity.! 7 

Like Bertalanffy, Bogdanov recognized that living systems are 
open systems that operate far from equilibrium, and he carefully 
studied their regulation and self-regulation processes. A system for 
which there is no need of external regulation, because the system 
regulates itself, is called "bi-regulator" in Bogdanov's language. 
Using the example of the steam engine to illustrate self-regulation, 
as the cyberneticists would do several decades later, Bogdanov 
essentially described the mechanism defined as feedback by Nor
bert Wiener, which became a central concept of cybernetics.! 8 

Bogdanov did not attempt to formulate his ideas mathemati
cally, but he did envisage the future development of an abstract 
"tektological symbolism," a new kind of mathematics to analyze 
the patterns of organization he had discovered. Half a century 
later such a new mathematics has indeed emerged.! 9 

Bogdanov's pioneering book, Tektology, was published in Rus
sian in three volumes between 19 12  and 1 9 1 7. A German edition 
was published and widely reviewed in 1 928. However, very little 
is known in the West about this first version of a general systems 
theory and precursor of cybernetics. Even in Ludwig von 
Bertalanffy's General System Theory, published in 1 968, which in
cludes a section on the history of systems theory, there is no refer
ence to Bogdanov whatsoever. It is difficult to understand how 
Bertalanffy, who was widely read and published all his original 
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work III German, would not have come across Bogdanov's 
work.2 0 

Among his contemporaries Bogdanov was largely misunder
stood because he was so far ahead of his time. In the words of the 
Azerbaijani scientist A. L. Takhtadzhian: "Foreign in its univer
sality to the scientific thinking of the time, the idea of a general 
theory of organization was fully understood only by a handful of 
men and did not therefore spread."2 1 

Marxist philosophers of the day were hostile to Bogdanov's 
ideas because they perceived tektology as a new philosophical sys
tem designed to replace that of Marx, even though Bogdanov 
protested repeatedly against the confusion of his universal science 
of organization with philosophy. Lenin mercilessly attacked 
Bogdanov as a philosopher, and consequently his works were sup
pressed for almost half a century in the Soviet Union. Recently, 
however, in the wake of Gorbachev's perestroika, Bogdanov's 
writings have received great attention from Russian scientists and 
philosophers. Thus it is to be hoped that Bogdanov's pioneering 
work will now be recognized more widely also outside Russia. 

General Systems Theory 

Before the 1 940s the terms "system" and "systems thinking" had 
been used by several scientists, but it was Bertalanffy's concepts of 
an open system and a general systems theory that established sys
tems thinking as a major scientific movement.2 2 With the subse
quent strong support from cybernetics, the concepts of systems 
thinking and systems theory became integral parts of the estab
lished scientific language and led to numerous new methodologies 
and applications-systems engineering, systems analysis, systems 
dynamics, and so on.2 3 

Ludwig von Bertalanffy began his career as a biologist in Vi
enna during the 1 920s. He soon joined a group of scientists and 
philosophers, known internationally as the Vienna Circle, and his 
work included broader philosophical themes from the very begin
ning.2 4 Like other organismic biologists, he firmly believed that 
biological phenomena required new ways of thinking, tran-
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scending the traditio�al methods of the physical sciences. He set 
out to replace the mechanistic foundations of science with a holis
tic vision: 

General system theory is a general science of "wholeness" which 
up till now was considered a vague, hazy, and semi-metaphysical 
concept. In elaborate form it would be a mathematical discipline, 
in itself purely formal but applicable to the various empirical sci
ences. For sciences concerned with "organized wholes," it would 
be of similar significance to that which probability theory has for 
sciences concerned with "chance events."2 5 

In spite of this vision of a future formal, mathematical theory, 
Bertalanffy sought to establish his general systems theory on a 
solid biological basis. He objected to the dominant position of 
physics within modern science and emphasized the crucial differ
ence between physical and biological systems. 

To make his point, Bertalanffy pinpointed a dilemma that 
had puzzled scientists since the nineteenth century, when the 
novel idea of evolution entered into scientific thinking. Whereas 
Newtonian mechanics was a science of forces and trajectories, 
evolutionary thinking-thinking in terms of change, growth, and 
development-required a new science of complexity.2 6 The first 
formulation of this new science was classical thermodynamics 
with its celebrated "second law," the law of the dissipation of 
energy.2 7 According to the second law of thermodynamics, for
mulated first by the French physicist Sadi Carnot in terms of the 
technology of thermal engines, there is a trend in physical phe
nomena from order to disorder. Any isolated, or "closed," physical 
system will proceed spontaneously in the direction of ever-increas
ing disorder. 

To express this direction in the evolution of physical systems in 
precise mathematical form, physicists introduced a new quantity 
called "entropy."2 8 According to the second law, the entropy of a 
closed physical system will keep increasing, and because this 
evolution is accompanied by increasing disorder, entropy can also 
be seen as a measure of disorder. 

With the concept of entropy and the formulation of the second 
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law, thermodynamics introduced the idea of irreversible processes, 
of an "arrow of time," into science. According to the second law, 
some mechanical energy is always dissipated into heat that cannot 
be completely recovered. Thus the entire world machine is run
ning down and will eventually grind to a halt. 

This grim picture of cosmic evolution was in sharp contrast 
with the evolutionary thinking among nineteenth-century biolo
gists, who observed that the living universe evolves from disorder 
to order, toward states of ever-increasing complexity. At the end 
of the nineteenth century, then, Newtonian mechanics, the science 
of eternal, reversible trajectories, had been supplemented by two 
diametrically opposed views of evolutionary change-that of a 
living world unfolding toward increasing order and complexity 
and that of an engine running down, a world of ever-increasing 
disorder. Who was right, Darwin or Carnot? 

Ludwig von Bertalanffy could not resolve this dilemma, but he 
took the crucial first step by recognizing that living organisms are 
open systems that cannot be described by classical thermodynam
ics. He called such systems "open" because they need to feed on a 
continual flux of matter and energy from their environment to 
stay alive: 

The organism is not a static system closed to the outside and 
always containing the identical components; it is an open system in 
a (quasi-) steady state . . .  in which material continually enters 
from, and leaves into, the outside environment.29 

Unlike closed systems, which settle into a state of thermal equi
librium, open systems maintain themselves far from equilibrium 
in this "steady state" characterized by continual flow and change. 
Bertalanffy coined the German term Fliessgleichgewicht ("flowing 
balance") to describe such a state of dynamic balance. He recog
nized clearly that classical thermodynamics, which deals with 
closed systems at or near equilibrium, is inappropriate to describe 
open systems in steady states far from equilibrium. 

In open systems, Bertalanffy speculated, entropy (or disorder) 
may decrease, and the second law of thermodynamics may not 
apply. He postulated that classical science would have to be com-
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plemented by a new thermodynamics of open systems. However, 
in the 1940s the mathematical techniques required for such an 
expansion of thermodynamics were not available to Bertalanffy. 
The formulation of the new thermodynamics of open systems had 
to wait until the 1970s. It was the great achievement of lIya 
Prigogine, who used a new mathematics to reevaluate the second 
law by radically rethinking traditional scientific views of order 
and disorder, which enabled him to resolve unambiguously the 
two contradictory nineteenth-century views of evolution.3 o 

Bertalanffy correctly identified the characteristics of the steady 
state as those of the process of metabolism, which led him to 
postulate self-regulation as another key property of open systems. 
This idea was refined by Prigogine thirty years later in terms of 
the self-organization of "dissipative structures."3 1 

Ludwig von Bertalanffy's vision of a "general science of whole
ness" was based on his observation that systemic concepts and 
principles can be applied in many different fields of study: "The 
parallelism of general conceptions or even special laws in different 
fields," he explained, "is a consequence of the fact that these are 
concerned with 'systems,' and that certain general principles apply 
to systems irrespective of their nature."3 2 Since living systems span 
such a wide range of phenomena, involving individual organisms 
and their parts, social systems, and ecosystems, Bertalanffy be
lieved that a general systems theory would offer an ideal concep
tual framework for unifying various scientific disciplines that had 
become isolated and fragmented: 

General system theory should be . . . an important means of 
controlling and instigating the transfer of principles from one field 
to another, and it will no longer be necessary to duplicate or tripli
cate the discovery of the same principle in different fields isolated 
from each other. At the same time, by formulating exact criteria, 
general system theory will guard against superficial analogies 
which are useless in science.33 

Bertalanffy did not see the realization of his vision, and a gen
eral science of wholeness of the kind he envisaged may never be 
formulated. However, during the two decades after his death in 
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1 972, a systemic conception of life, mind, and consciousness began 
to emerge that transcends disciplinary boundaries and, indeed, 
holds the promise of unifying various fields of study that were 
formerly separated. Although this new conception of life has its 
roots more clearly in cybernetics than in general systems theory, it 
certainly owes a great deal to the concepts and thinking that Lud
wig von Bertalanffy introduced into science. 



4 

The Logic 

of the Mind 

While Ludwig von Bertalanffy worked on his general systems 
theory, attempts to develop self-guiding and self-regulating ma
chines led to an entirely new field of investigation that had a 
major impact on the further development of the systems view of 
life. Drawing from several disciplines, the new science represented 
a unifi�d approach to problems of communication and control, 
involving a whole complex of novel ideas, which inspired Norbert 
Wiener to invent a special name for it-"cybernetics." The word 
is derived from the Greek kybernetes ("steersman"), and Wiener 
defined cybernetics as the science of "control and communication 
in the animal and the machine."l 

The Cyberneticists 

Cybernetics soon became a powerful intellectual movement, which 
developed independently of organismic biology and general sys
tems theory. The cyberneticists were neither biologists nor ecolo
gists; they were mathematicians, neuroscientists, social scientists, 
and engineers. They were concerned with a different level of de
scription, concentrating on patterns of communication, especially 
in closed loops and networks. Their investigations led them to the 
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concepts of feedback and self-regulation and then, later on, to self
organization. 

This attention to patterns of organization, which was implicit in 
organismic biology and Gestalt psychology, became the explicit 
focus of cybernetics. Wiener, especially, recognized that the new 
notions of message, control, and feedback referred to patterns of 
organization-that is, to nonmaterial entities-that are crucial to 
a full scientific description of life. Later on Wiener expanded the 
concept of pattern, from the patterns of communication and con
trol that are common to animals and machines to the general idea 
of pattern as a key characteristic of life. "We are but whirlpools in 
a river of ever-flowing water," he wrote in 1 950. "We are not stuff 
that abides, but patterns that perpetuate themselves."2 

The cybernetics movement began during World War II, when' 
a group of mathematicians, neuroscientists, and engineers
among them Norbert Wiener, John von Neumann, Claude Shan
non, and Warren McCulloch-formed an informal network to 
pursue common scientific interests.3 Their work was closely 
linked to military research that dealt with the problems of track
ing and shooting down aircraft and was funded by the military, as 
was most subsequent research in cybernetics. 

The first cyberneticists (as they would call themselves several 
years later) set themselves the challenge of discovering the neural 
mechanisms underlying mental phenomena and expressing them 
in explicit mathematical language. Thus while the organismic bi
ologists were concerned with the material side of the Cartesian 
split, revolting against mechanism and exploring the nature of 
biological form, the cyberneticists turned to the mental side. Their 
intention from the beginning was to create an exact science of 
mind.4 Although their approach was quite mechanistic, concen
trating on patterns common to animals and machines, it involved 
many novel ideas that exerted a tremendous influence on subse
quent systemic conceptions of mental phenomena. Indeed, the 
contemporary science of cognition, which offers a unified scientific 
conception of brain and mind, can be traced back directly to the 
pioneering years of cybernetics. 

The conceptual framework of cybernetics was developed in a 
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series of legendary meetings in New York City, known as the 
Macy Conferences.5 These meetings-especially the first one in 
1 946-were extremely stimulating, bringing together a unique 
group of highly creative people who engaged in intense interdisci: 
plinary dialogues to explore new ideas and ways of thinking. The 
participants fell into two core groups. The first formed around the 
original cyberneticists and consisted of mathematicians, engineers, 
and neuroscientists. The other group consisted of scientists from 
the humanities who clustered around Gregory Bateson and Mar
garet Mead. From the first meeting on, the cyberneticists made 
great efforts to bridge the academic gap between themselves and 
the humanities. 

Norbert Wiener was the dominant figure throughout the con
ference series, imbuing it with his enthusiasm for science and 
dazzling his fellow participants with the brilliance of his ideas and 
often irreverent approaches. According to many witnesses Wiener 
had the disconcerting tendency to fall asleep during discussions, 
and even to snore, apparently without losing track of what was 
being said. Upon waking up, he would immediately make de
tailed and penetrating comments or point out logical inconsisten
cies. He thoroughly enjoyed these discussions and his central role 
in them. 

Wiener was not only a brilliant mathematician, he was also an 
articulate philosopher. (In fact, his degree from Harvard was in 
philosophy.) He was keenly interested in biology and appreciated 
the richness of natural, living systems. He looked beyond the 
mechanisms of communication and control to larger patterns of 
organization and tried to relate his ideas to a wide range of social 
and cultural issues. 

John von Neumann was the second center of attraction at the 
Macy Conferences. A mathematical genius, he had written a clas
sic treatise on quantum theory, was the originator of the theory of 
games, and became world famous as the inventor of the digital 
computer. Von Neumann had a powerful memory, and his mind 
worked with enormous speed. It was said of him that he could 
understand the essence of a mathematical problem almost in
stantly and that he would analyze any problem, mathematical or 
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practical, so clearly and exhaustively that no further discussion 
was necessary. 

At the Macy meetings von Neumann was fascinated by the 
processes of the human brain and saw the description of brain 
functioning in formal logical terms as the ultimate challenge of 
science. He had tremendous confidence in the power of logic and 
great faith in technology, and throughout his work he looked for 
universal logical structures of scientific knowledge. 

Von Neumann and Wiener had much in common.6 Both were 
admired as mathematical geniuses, and their influence on society 
was far stronger than that of other mathematicians of their gener
ation. They both trusted their subconscious minds. Like many 
poets and artists, they had the habit of sl�eping with pencil and 
paper near their beds and made use of the imagery of their dreams 
in their work. However, these two pioneers of cybernetics differed 
significantly in their approach to science. Whereas von Neumann 
looked for control, for a program, Wiener appreciated the richness 
of natural patterns and sought a comprehensive conceptual syn
thesis. 

In keeping with these characteristics, Wiener stayed away from 
people with political power, whereas von Neumann felt very com
fortable in their company. At the Macy Conferences their different 
attitudes toward power, and especially toward military power, was 
the source of growing friction, which eventually led to a complete 
break. Whereas von Neumann remained a military consultant 
throughout his career, specializing in the application of computers 
to weapons systems, Wiener ended his military work shortly after 
the first Macy meeting. "I do not expect to publish any future 
work of mine," he wrote at the end of 1 946, "which may do 
damage in the hands of irresponsible militarists."7 

Norbert Wiener had a strong influence on Gregory Bateson, 
with whom he had a very good rapport throughout the Macy 
Conferences. Bateson's mind, like Wiener's, roamed freely across 
disciplines, challenging the basic assumptions and methods of sev
eral sciences by searching for general patterns and powerful uni
versal abstractions. Bateson thought of himself primarily as a biol
ogist and considered the many fields he became involved in-
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anthropology, epistemology, psychiatry, and others-as branches 
of biology. The great passion he brought to science embraced the 
full diversity of phenomena associated with life, and his main aim 
was to discover common principles of organization in that diver
sity-"the pattern which connects," as he would put it many years 
later.8 At the cybernetics conferences Bateson and Wiener both 
searched for comprehensive, holistic descriptions while being care
ful to remain within the boundaries of science. In so doing, they 
created a systems approach to a broad range of phenomena. 

His dialogues with Wiener and the other cyberneticists had a 
lasting impact on Bateson's subsequent work. He pioneered the 
application of systems thinking to family therapy, developed a 
cybernetic model of alcoholism, and authored the double-bind 
theory of schizophrenia, which had a major impact on the work of 
R. D. Laing and many other psychiatrists. However, Bateson's 
most important contribution to science and philosophy may have 
been the concept of mind, based on cybernetic principles, which he 
developed during the 1 960s. This revolutionary work opened the 
door to understanding the nature of mind as a systems phenome
non and became the first successful attempt in science to overcome 
the Cartesian division between mind and body.9 

The series of ten Macy Conferences was chaired by Warren 
McCulloch, professor of psychiatry and physiology at the Univer
sity of Illinois, who had a solid reputation in brain research and 
made sure that the challenge of reaching a new understanding of 
mind and brain remained at the center of the dialogues. 

The pioneering years of cybernetics resulted in an impressive 
series of concrete achievements, in addition to the lasting impact 
on systems thinking as a whole, and it is amazing that most of the 
novel ideas and theories were discussed, at least in their outlines, 
at the very first meeting. l o  The first conference began with an 
extensive description of digital computers (which had not yet been 
built) by John von Neumann, followed by von Neumann's persua
sive presentation of analogies between the computer and the brain. 
The basis of these analogies, which were to dominate the cyber
neticists' view of cognition for the subsequent three decades, was 
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the use of mathematical logic to understand brain functioning, one 
of the outstanding achievements of cybernetics. 

Von Neumann's presentations were followed by Norbert 
Wiener's detailed discussion of the central idea of his work, the 
concept of feedback. Wiener then introduced a cluster of new 
ideas, which coalesced over the years into information theory and 
communication theory. Gregory Bateson and Margaret Mead con
cluded the presentations with a review of the conceptual frame
work of the social sciences, which they considered inadequate and 
in need of basic theoretical work inspired by the new cybernetic 
concepts. 

Feedback 

All the major achievements of cybernetics originated in compari
sons between organisms and machines-in other words, in mech-

Figure 4-1 

Circular causality of a feedback loop. 

amstlC models of living systems. However, the cybernetic ma
chines are very different from Descartes's clockworks. The crucial 
difference is embodied in Norbert Wiener's concept of feedback 
and is expressed in the very meaning of "cybernetics." A feedback 
loop is a circular arrangement of causally connected elements, in 
which an initial cause propagates around the links of the loop, so 
that each element has an effect on the next, until the last "feeds 
back" the effect into the first element of the cycle (see figure 4-1) .  
The consequence of this arrangement is  that the first link ("in
put") is affected by the last ("output"), which results in self-regula
tion of the entire system, as the initial effect is modified each time 
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it travels around the cycle. Feedback, in Wiener's words, is the 
"control of a machine on the basis of its actual performance rather 
than its expected performance."l l In a broader sense feedback has 
come to mean the conveying of information about the outcome of 
any process or activity to its source. 

Wiener's original example of the steersman is one of the sim
plest examples of a feedback loop (see figure 4-2). When the boat 
deviates from the preset course-say, to the right-the steersman 
assesses the deviation and then countersteers by moving the rud
der to the left. This decreases the boat's deviation., perhaps even to 
the point of moving through the correct position and then deviat
ing to the left. At some time during this movement the steersman 
makes a new assessment of the boat's deviation, countersteers ac
cordingly, assesses the deviation again, and so on. Thus he relies 
on continual feedback to keep the boat on course, its actual trajec
tory oscillating around the preset direction. The skill of steering a 
boat consists in keeping these oscillations as smooth as possible. 

Assessing Deviation 
from Course 

Change of Countersteering 
Deviatio� 

Figure 4-2 

Feedback loop representing the steering of a boat. 

A similar feedback mechanism is in play when we ride a bicy
cle. At first, when we learn to do so, we find it difficult to monitor 
the feedback from the continual changes of balance and to steer 
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the bicycle accordingly. Thus a beginner's front wheel tends to 
oscillate strongly. But as our expertise increases, our brain 
monitors, evaluates, and responds to the feedback automatically, 
and the oscillations of the front wheel smooth out into a straight 
line. 

Self-regulating machines involving feedback loops existed long 
before cybernetics. The centrifugal governor of a steam engine, 
invented by James Watt in the late eighteenth century, is a classic 
example, and the first thermostats were invented even earlier. 1 2  
The engineers who designed these early feedback devices de
scribed their operations and pictured their mechanical components 
in design sketches, but they never recognized the pattern of circu
lar causality embedded in them. In the · nineteenth century the 
famous physicist James Clerk Maxwell wrote a formal mathemati
cal analysis of the steam governor without ever mentioning the 
underlying loop concept. Another century had to go by before the 
connection between feedback and circular causality was recog
nized. At that time, during the pioneering phase of cybernetics, 
machines involving feedback loops became a central focus of engi
neering and have been known as "cybernetic machines" ever 
Slfice. 

The first detailed discussion of feedback loops appeared in a 
paper by Norbert Wiener, Julian Bigelow, and Arturo Rosen
blueth, published in 1943 and titled "Behavior, Purpose, and Tele-
010gy."1 3 In this pioneering article the authors not only introduced 
the idea of circular causality as the logical pattern underlying the 
engineering concept of feedback, but also applied it for the first 
time to model the behavior of living organisms. Taking a strictly 
behaviorist stance, they argued that the behavior of any machine 
or organism involving self-regulation through feedback could be 
called "purposeful," since it is behavior directed toward a goal. 
They illustrated their model of such goal-directed behavior with 
numerous examples-a cat catching a mouse, a dog following a 
trail, a person lifting a glass from a table, and so on-analyzing 
them in terms of the underlying circular feedback patterns. 

Wiener and his colleagues also recognized feedback as the es
sential mechanism of homeostasis, the self-regulation that allows 
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living organisms to maintain themselves III a state of dynamic 
balance. When Walter Cannon introduced the concept of homeo
stasis a decade earlier in his influential book The Wisdom of the 
Body, 1 4  he gave detailed descriptions of many self-regulatory met
abolic processes but never explicitly identified the closed causal 
loops embodied in them. Thus the concept of the feedback loop 
introduced by the cyberneticists led to new perceptions of the 
many self-regulatory processes characteristic of life. Today we un
derstand that feedback loops are ubiquitous in the living world, 
because they are a special feature of the nonlinear network pat
terns that are characteristic of living systems. 

Assessing Deviation 
+ from Course 

+ 

Change of Countersteering 

Dev�tio� 
Figure 4-3 

Positive and negative causal links. 

The cyberneticists distinguished between two kinds of feed
back-self-balancing (or "negative") and self-reinforcing (or 
"positive") feedback. Examples of the latter are the commonly 
known runaway effects, or vicious circles, in which the initial 
effect continues to be amplified as it travels repeatedly around the 
loop. 

Since the technical meanings of "negative" and "positive" in 
this context can easily give rise to confusion, it may be worthwhile 
to explain them in more detail. 1 5 A causal influence from A to B 
is defined as positive if a change in A produces a change in B in 
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the same direction-for example, an increase of B if A increases 
and a decrease if A decreases. The causal link is defined as nega
tive if B changes in the opposite direction, decreasing if A in
creases and increasing if A decreases. 

For example, in the feedback loop representing the steering of a 
boat, redrawn in figure 4-3, the link between "assessing deviation" 
and "countersteering" is positive-the greater the deviation from 
the preset course, the greater the amount of countersteering. The 
next link, however, is negative-the more the countersteering in
creases, the sharper the deviation will decrease. Finally, the last 
link is again positive. As the deviation decreases, its newly assessed 
value will be smaller than that previously assessed. The point to 
remember is that the labels "+" and "-" do not refer to an increase 
or decrease of value, but rather to the relative direction of change of 
the elements being linked--equal direction for "+" and opposite 
direction for "_". 

Figure 4-4 

Centrifugal governor. 

The reason why these labels are so convenient is that they lead 
to a very simple rule for determining the overall character of the 
feedback loop. It will be self-balancing ("negative") if it contains 
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an odd number of negative links and self-reinforcing ("positive") 
if it contains an even number of negative 'links. I 6 In our example 
there is only one negative link; so the entire loop is negative, or 
self-balancing. Feedback loops are frequently composed of both 
positive and negative causal links, and their overall character is 
easily determined simply by counting the number of negative 
links around the loop. 

The examples of steering a boat and riding a bicycle are ideally 
suited to i llustrate the feedback concept, because they refer to 
well-known human experiences and are thus understood immedi
ately. To illustrate the same principles with a mechanical device 
for self-regulation, Wiener and his colleagues often used one of 
the earliest and simplest examples of feedback engineering, the 
centrifugal governor of a steam engine (see figure 4-4). It consists 
of a rotating spindle with two weights ("flyballs") attached to it in 
such a way that they move apart, driven by the centrifugal force, 
when the speed of the rotation increases. The governor sits on top 
of the steam engine's cylinder, and the weights are connected with 
a piston, which cuts off the steam as they move apart. The pres
sure of the steam drives the engine, which drives a flywheel. The 
flywheel, in turn, drives the governor, and thus the loop of cause 
and effect is closed. 

The feedback sequence is easily read off from the loop diagram 
drawn in figure 4-5. An increase in the speed of the engine in
creases the rotation of the governor. This increases the distance 
between the weights,. which cuts down the steam supply. As the 
steam supply decreases, the speed of the engine decreases as well; 
the rotation of the governor slows down; the weights move closer 
together; steam supply increases; the engine speeds up again; and 
so on. The only negative link in the loop is the one between 
"distance between weights" and "steam supply," and therefore the 
entire feedback loop is negative, or self-balancing. 

From the beginning of cybernetics, Norbert Wiener was aware 
that feedback is an important concept for modeling not only 
living organisms but also social systems. Thus he wrote in Cyber
netics: 
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Figure 4-5 

Feedback loop for centrifugal governor. 

It is certainly true that the social system is an organization like the 
individual, that is bound together by a system of communication, 
and that it has a dynamics in which circular processes of a feed
back nature play an important role. 1 7  

It was the discovery of feedback as a general pattern of life, 
applicable to organisms and social systems, which got Gregory 
Bateson and Margaret Mead so excited about cybernetics. As social 
scientists they had observed many examples of circular causality 
implicit in social phenomena, and during the Macy meetings the 
dynamics of these phenomena were made explicit in a coherent 
unifying pattern. 

Throughout the history of the social sciences numerous meta
phors have been used to describe self-regulatory processes in social 
life. The best known, perhaps, are the "invisible hand" regulating 
the market in the economic theory of Adam Smith, the "checks 
and balances" of the U.S. Constitution, and the interplay of thesis 
and antithesis in the dialectic of Hegel and Marx. The phenomena . 
described by these models and metaphors all imply circular pat
terns of causality that can be represented by feedback loops, but 
none of their authors made that fact explicit. I 8 

If the circular logical pattern of self-balancing feedback was not 
recognized before cybernetics,. 

that of self-reinforcing feedback 
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had been known for hundreds of years in common parlance as a 
"vicious circle." The expressive metaphor describes a bad situation 
leading to its own worsening through a circular sequence of 
events. Perhaps the circular nature of such self-reinforcing, "run
away" feedback loops was recognized explicitly much earlier, be
cause their effect is much more dramatic than the self-balancing of 
the negative feedback loops that are so widespread in the living 
world. 

There are other common metaphors to describe self-reinforcing 
feedback phenomena.' 9 The "self-fulfilling prophecy," in which 
originally unfounded fears lead to actions that make the fears 
come true, and the "bandwagon effect"-the tendency of a cause 
to gain support simply because of its growing number of adher
ents-are two well-known examples. 

In spite of the extensive knowledge of self-reinforcing feedback 
in common folk wisdom, it played hardly any role during the first 
phase of cybernetics. The cyberneticists around Norbert Wiener 
acknowledged the existence of runaway feedback phenomena but 
did not study them any further. Instead they concentrated on the 
self-regulatory, homeostatic processes in living organisms. Indeed, 
purely self-reinforcing feedback phenomena are rare in nature, as 
they are usually balanced by negative feedback loops constraining 
their runaway tendencies. 

In an ecosystem, for example, every species has the potential of 
undergoing an exponential population growth, but these tenden
cies are kept in check by various balancing interactions within the 
system. Exponential runaways will appear only when the ecosys
tem is severely disturbed. Then some plants will turn into 
"weeds," some animals become "pests," and other species will be 
exterminated, and thus the balance of the whole system will be 
threatened. 

During the 1 960s anthropologist and cyberneticist Magoroh 
Maruyama took up the study of self-reinforcing, or "deviation
amplifying" feedback processes in a widely read article, titled 
"The Second Cybernetics."2 o He introduced the feedback dia
grams with "+" and "-" labels attached to their causal links, and 
he used this convenient notation for a detailed analysis of the 
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interplay of negative and positive feedback processes in biological 
and social phenomena. In doing so, he linked the feedback con
cept of cybernetics with the notion of "mutual causality," which 
had been developed by social scientists in the meantime, and thus 
contributed significantly to the influence of cybernetic principles 
on social thought.2 1  

From the point of view of the history of systems thinking, one 
of the most important aspects of the cyberneticists' extensive stud
ies of feedback loops is the recognition that they depict patterns of 
organization. The circular causality in a feedback loop does not 
imply that the elements in the corresponding physical system are 
arranged in a circle. Feedback loops are abstract patterns of rela
tionships embedded in physical structures or in the activities of 
living organisms. For the first time in the history of systems think
ing, the cyberneticists clearly distinguished the pattern of organi
zation of a system from its physical structure-a distinction that is 
crucial in the contemporary theory of living systems.2 2 

Information Theory 

An important part of cybernetics was the theory of information 
developed by Norbert Wiener and Claude Shannon in the late 
1 940s. It originated in Shannon's attempts at the Bell Telephone 
Laboratories to define and measure amounts of information trans
mitted through telegraph and telephone lines in order to estimate 
efficiencies and establish a basis for charging for messages. 

The term "information" is used in information theory in a 
highly technical sense, which is quite different from our everyday 
use of the word and has nothing to do with meaning. This has 
resulted in endless confusion. According to Heinz von Foerster, a 
regular participant in the Macy Conferences and editor of the 
written proceedings, the whole problem is based on a very unfor
tunate linguistic error-the confusion between "information" and 
"signal," which led the cyberneticists to call their theory a theory 
of information rather than a theory of signals. 2 3  

Information theory, then, i s  concerned mainly with the problem 
of how to get a message, coded as a signal, through a noisy chan-
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nel. However, Norbert Wiener also emphasized the fact that such 
a coded message is essentially a pattern of organization, and by 
drawing an analogy between such patterns of communication and 
the patterns of organization in organisms, he further prepared the 
ground for thinking about living systems in terms of patterns. 

Cybernetics of the Brain 

During the 1 950s and 1 960s Ross Ashby became the leading theo
rist of the cybernetics movement. Like McCulloch, Ashby was a 
neurologist by training, but he went much further than McCul
loch in exploring the nervous system and constructing cybernetic 
models of neural processes. In his book Design for a Brain, Ashby 
attempted to explain in purely mechanistic and deterministic 
terms the brain's unique adaptive behavior, capacity for memory, 
and other patterns of brain functioning. "It will be assumed," he 
wrote, "that a machine or an animal behaved in a certain way at a 
certain moment because its physical and chemical nature at that 
moment allowed no other action."2 4 

It is evident that Ashby was much more Cartesian in his ap
proach to cybernetics than Norbert Wiener, who made a clear 
distinction between a mechanistic model and the nonmechanistic 
living system it represents. "When I compare the living organism 
with . . .  a machine," wrote Wiener, "I do not for a moment 
mean that the specific physical, chemical, and spiritual processes of 
life as we ordinarily know it are the same as those of life-imitating 
machines. "2 5 

In spite of his strictly mechanistic outlook, Ross Ashby ad
vanced the fledgling discipline of cognitive science considerably 
with his detailed analyses of sophisticated cybernetic models of 
neural processes. In particular he clearly recognized that living 
systems are energetically open while being-in today's terminol
ogy--organizationally closed: "Cybernetics might . . . be de
fined," wrote Ashby, "as the study of systems that are open to 
energy but closed to information and control-systems that are 
'information-tight.' "2 6 
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Computer Model of Cognition 

When the cyberneticists explored patterns of communication and 
control, the challenge to understand "the logic of the mind" and 
express it in mathematical language was always at the very center 
of their discussions. Thus for over a decade the key ideas of cyber
netics were developed through a fascinating interplay among biol
ogy, mathematics, and engineering. Detailed studies of the human 
nervous system led to the model of the brain as a logical circuit 
with neurons as its basic elements. This view was crucial for the 
invention of digital computers, and that technological break
through in turn provided the conceptual basis for a new approach 
to the scientific study of mind. John von Neumann's invention of 
the computer and his analogy between computer and brain func
tioning are so closely intertwined that it is difficult to know which 
came first. 

The computer model of mental activity became the prevalent 
view of cognitive science and dominated all brain research for the 

l next thirty years. The basic idea was that human intelligence re
'"',\� � sembles that of a computer to such an extent that cognition-the 
�- ; process of knowing-can be defined as information processing

\: \in other words, as manipulation of symbols based on a set of 
rules.2 7 

The field of artificial intelligence developed as a direct conse
quence of this view, and soon the literature was full of outrageous 
claims about computer "intelligence."  Thus Herbert Simon and 

. Allen Newell wrote as early as 1958: 

There are now in the world machines that think, that learn and 
that create. Moreover, their ability to do these things is going to 
increase rapidly until-in the visible future-the range of prob
lems they can handle will be coextensive with the, range to which 
the human mind has been applied.2 8 

This prediction is as absurd today as it was thirty-eight years 
ago, yet it is still widely believed. The enthusiasm among scientists 
and the general public for the computer as a metaphor for the 
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human brain has an interesting parallel in the enthusiasm of Des
cartes and his contemporaries for the clock as a metaphor for the 
body.2 9 For Descartes the clock was a unique machine. It was the 
only machine that functioned autonomously, running by itself 
once it was wound up. This was the time of the French Baroque, 
when clock mechanisms were widely used to build artful "life
like" machinery, which delighted people with the magic of their 
seemingly spontaneous movements. Like most of his contemporar
ies, Descartes was fascinated by these automata, and he found it 
natural to compare their functioning to that of living organisms: 

We see clocks, artificial fountains, mills and other similar machines 
which, though merely man-made, have nonetheless the power to 
move by themselves in several different ways. . . . I do not rec
ognize any difference between the machines made by craftsmen 
and the various bodies that nature alone composes.3 0 

The clockworks of the seventeenth century ,,:ere the first auton
omous machines, and for three hundred years they were the only 
machines of their kind-until the invention of the computer. The 
computer is again a novel and unique machine. It not only moves 
autonomously once it is programmed and turned on, it does some
thing completely new: it processes information. And since von 
Neumann and the early cyberneticists believed that the human 
brain, too, processes information, it was natural for them to use 
the computer as a metaphor for the brain and even for the mind, 
just as it had been for Descartes to use the clock as a metaphor for 
the body. 

. 

Like the Cartesian model of the body as a clockwork, that of 
the brain as a computer was very useful at first, providing an 
exciting framework for a new scientific understanding of cogni
tion and leading to many fresh avenues of research. By the mid-
1960s, however, the original model, which encouraged the explo
ration of its own limitations and the discussion of alternatives, had 
hardened into a dogma, as so often happens in science. During the 
subsequent decade almost all of neurobiology was dominated by 
the information-processing perspective, whose origins and under
lying assumptions were hardly even questioned anymore. 
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Computer scientists contributed significantly to the firm estab
lishment of the information-processing dogma by using expres
sions such as "intelligence," "memory," and "language" to de
scribe computers, which led most people-including the scientists 
themselves-to think that these terms refer to the well-known 
human phenomena. This, however, is a grave misunderstanding, 
which has helped to perpetuate, and even reinforce, the Cartesian 
image of human beings as machines. 

Recent developments in cognitive science have made it clear 
that human intelligence is utterly different from machine, or "arti
ficial," intelligence. The human nervous system does not process 
any information (in the sense of discrete elements existing ready
made in the outside world, to be picked up by the cognitive sys
tem), but interacts with the environment by continually modulat
ing its structure.3 1 Moreover, neuroscientists have discovered 
strong evidence that human intelligence, human memory, and hu
man decisions are never completely rational but are always colored 
by emotions, as we all know from experience.3 2 Our thinking is 
always accompanied by bodily sensations and processes. Even if 
we often tend to suppress these, we always think also with our 
body; and since computers do not have such a body, truly human 
problems will always be foreign to their intelligence. 

These considerations imply that certain tasks should never be 
left to computers, as Joseph Weizenbaum asserted emphatically in 
his classic book, Computer Power and Human Reason. These tasks 
include all those that require genuine human qualities such as 
wisdom, compassion, respect, understanding, or love. Decisions 
and communications that require those qualities will dehumanize 
our lives if they are made by computers. To quote Weizenbaum: 

A line dividing human and machine intelligence must be drawn. 
If there is no such line, then advocates of computerized psycho
therapy may be merely the heralds of an age in which man has 
finally been recognized as nothing but clockwork . . . .  The very 
asking of the question, "What does a judge (or psychiatrist) know 
that we cannot tell a computer? "  is a monstrous obscenity.3 3 
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Impact on Society 

Because of its link with mechanistic science and its strong connec
tions to the military, cybernetics enjoyed a very high prestige 
among the scientific establishment right from the beginning. Over 
the years this prestige increased further as computers spread rap
idly throughout all strata of industrial society, bringing about pro
found changes in every area of our lives. Norbert Wiener pre
dicted those changes, which have often been compared to a second 
industrial revolution, during the early years of cybernetics. More 
than that, he clearly perceived the shadow side of the new technol
ogies he had helped to create: 

Those of us who have contributed to the new science of cybernet
ics . . . stand in a moral position which is, to say the least, not 
very comfortable. We have contributed to the initiation of a new 
science which . . . embraces technical developments with great 
possibilities for good and for eviI.34 

Let us remember that the automatic machine . . . is the precise 
economic equivalent of slave labor. Any labor which competes 
with slave labor must accept the economic conditions of slave la
bor. It is perfectly clear that this will produce an unemployment 
situation in comparison with which the present recession and even 
the depression of the thirties will seem a pleasant joke.3 5 
It is evident from these and other similar passages in Wiener's 

writings that he showed much more wisdom and foresight in his 
assessment of the social impact of computers than his successors. 
Today, forty years later, computers and the many other "informa
tion technologies" developed in the meantime are rapidly becom
ing autonomous and totalitarian, redefining our basic concepts and 
eliminating alternative worldviews. As Neil Postman, Jerry Man
der, and other technology critics have shown, this is typical of the 
"megatechnologies" that have come to dominate industrial societ
ies around the world.3 6 Increasingly, all forms of culture are being 
subordinated to technology, and technological innovation, rather 
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than the increase III human well-being, has become synonymous 
with progress. 

The spiritual impoverishment and loss of cultural diversity 
through excessive use of computers is especially serious in the field 
of education. As Neil Postman put it succinctly, "When a com
puter is used for learning, the meaning of 'learning' is changed."3 7 
The use of computers in education is often praised as a revolution 
that will transform virtually every facet of the educational process. 
This view is promoted vigorously by the powerful computer in
d us try , which encourages teachers to use computers as ed ucational 
tools at all levels-even in kindergarten and preschool !-without 
ever mentioning the many harmful effects that may result from 
these irresponsible practices.3 8 

The use of computers in schools is based on the now outdated 
view of human beings as information processors, which continu
ally reinforces erroneous mechanistic concepts of thinking, knowl
edge, and communication. Information is presented as the basis of 
thinking, whereas in reality the human mind thinks with ideas, 
not with information. As Theodore Roszak shows in detail in The 
Cult of Information, information does not create ideas; ideas create 
information. Ideas are integrating patterns that derive not from 
information but from experience.3 9 

In the computer model of cognition, knowledge is seen as con
text and value free, based on abstract data. But all meaningful 
knowledge is contextual knowledge, and much of it is tacit and 
experiential. Similarly, language is seen as a conduit through 
which "objective" information is communicated. In reality, as 
c. A. Bowers has argued eloquently, language is metaphoric, con
veying tacit understandings shared within a culture.4 0 In this con
nection it is also important to note that the language used by 
computer scientists and engineers is full of metaphors derived 
from the military-"command," "escape," "fail-safe," "pilot," 
"target," and so on-which introduce cultural biases, reinforce 
stereotypes, and inhibit certain groups, including most young, 
school-age girls, from fully participating in the learning experi
ence.4 1 A related issue of concern is the connection between com-

l 
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puters and the violence and militaristic nature of most computer
based video games. 

After dominating brain research and cognitive science for thirty 
years and creating a paradigm for technology that is still wide
spread today, the information-processing dogma was finally ques
tioned seriously.4 2 Critical arguments had been presented already 
during the pioneering phase of cybernetics. For example, it was 
argued that in actual brains there are no rules; there is no central 
logical processor, and information is not stored locally. Brains 
seem to operate on the basis of massive connectivity, storing infor
mation distributively and manifesting a self-organizing capacity 
that is nowhere to be found in computers. However, these alterna
tive ideas were eclipsed in favor of the dominant computational 
view, until they reemerged thirty years later during the 1970s, 
when systems thinkers became fascinated by a new phenomenon 
with an evocative name-self-organization. 
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Applied Systems Thinking 

During the 1 950s and 1 960s systems thinking had a strong influ
ence on engineering and management, where systems concepts
including those of c�rnetics-were applied to solve practical 
problems. These applications gave rise to the new disciplines of 
systems engineering, systems analysis, and systemic management.l 

As industrial enterprises became increasingly complex with the 
development of new chemical, electronic, and communications 
technologies, managers and engineers had to be concerned not 
only with large numbers of individual components, but also with 
the effects arising from the mutual interactions of those compo
nents, both in physical and organizational systems. Thus many 
engineers and project managers in large companies began to for
mulate strategies and methodologies that explicitly used systems 
concepts. Passages such as the following were found in many of 
the books on systems engineering that were published during the 
1960s: 

The systems engineer must also be capable of predicting the emer
gent properties of the system, those properties, that is, which are 
possessed by the system but not its parts.2 
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The method of strategic thinking known as "systems analysis" 
was pioneered by the RAND Corporation, a military research and 
development institution founded in the late 1 940s, which became 
the model for numerous "think tanks" specializing in policy mak
ing and the brokerage of technology.3 Systems analysis grew out 
of operations research, the analysis and planning of military opera
tions during World War II. These included the coordination of 
radar use with antiaircraft operations, the very same problems that 
also initiated the theoretical developments of cybernetics. 

During the 1950s systems analysis went beyond military appli
cations and became a broad systemic approach to cost-benefit anal
ysis, involving mathematical models to examine a range of alterna
tive programs designed to meet a well-defined goal. In the words ' 
of a popular text, published in 1 968: 

One strives to look at the entire problem, as a whole, in context, 
and to compare alternative choices in the light of their possible 
outcomes.4 f. 
Soon after the development of systems analysis as a method for 

tackling complex organizational problems in the military, manag
ers began to use the new approach to solve similar problems in 
business. "Systems-oriented management" became a new catch
word, and during the 1 960s and 1970s a whole series of books on 
management were published that featured the word "systems" in 
their titles.5 The modeling technique of "systems dynamics," de
veloped by Jay Forrester, and the "management cybernetics" of 
Stafford Beer are examples of comprehensive early formulations 
of the systems approach to management.6 

A decade later a similar but much more subtle approach to 
management was developed by Hans Ulrich at the St. GaUen 
Business School in Switzerland? Ulrich's approach is widely 
known in European management circles as the "St. Gallen 
model."  It is based on the view of the business organization as a 
living social system and over the years has incorporated many 
ideas from biology, cognitive science, ecology, and evolutionary 
theory. These more recent developments gave rise to the . new 
discipline of "systemic management," which is now taught at Eu-



M ODELS OF S ELF - ORGAN I ZAT I ON 77 

ropean business schools and advocated by management consul
tants.8 

The Rise of Molecular Biology 

While the systems approach had a significant influence on man
agement and engineering during the 1 950s and 1 960s, its influence 
on biology, paradoxically, was almost negligible during that time. 
The 1 950s were the decade of the spectacular triumph of genetics, 
the elucidation of the physical structure of DNA, which has been 
hailed as the greatest discovery in biology since Darwin's theory of 
evolution. For several decades this triumphal success totally 
eclipsed the systems view of life. Once again the pendulum swung 
back to mechanism. 

The achievements of genetics brought about a significant shift 
in biological research, a new perspective that still dominates our 
academic institutions today. Whereas cells were regarded as the 
basic building blocks of living organisms during the nineteenth 
century, the attention shifted from cells to molecules toward the 
middle of the twentieth century, when geneticists began to explore 
the molecular structure of the gene. 

Advancing to ever smaller levels in their explorations of the 
phenomena of life, biologists found that the characteristics of all 
living organisms-from bacteria to humans-were encoded in 
their chromosomes in the same chemical substance, using the same 
code script. After two decades of intensive research, the precise 

, details of this code were unraveled. Biologists had discovered the 
alphabet of a truly universal language of life.9 

This triumph of molecular biology resulted in the widespread 
belief that all biological functions can be explained in terms of 
molecular structures and mechanisms. Thus most biologists have 
become fervent reductionists, concerned with molecular details. 
Molecular biology, originally a small branch of the life sciences, 
has now become a pervasive and exclusive way of thinking that 
has led to a severe distortion of biological research. 

At the same time, the problems that resist the mechanistic ap
proach of molecular biology became ever more apparent during 
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the second half of the century. While biologists know the precise 
structure of a few genes, they know very little of the ways in 
which genes communicate and cooperate in the development of an 
organism. In other words, they know the alphabet of the genetic 
code but have almost no idea of its syntax. It is now apparent that 
most of the DNA-perhaps as much as 95 percent-may be used 
for integrative activities about which biologists are likely to re
main ignorant as long as they adhere to mechanistic models. 

Critique of Systems Thinking 

By the mid-1 970s the limitations of the molecular approach to the 
understanding of life were evident. However, biologists saw little 
else on the horizon. The eclipse of systems thinking from pure 
science had become so complete that it was not considered a viable 
alternative. In fact, systems theory began to be seen as an intellec
tual failure in several critical essays. Robert Lilienfeld, for exam
ple, concluded his excellent account, The Rise of Systems Theory, 
published in 1 978, with the following devastating critiqne: 

Systems thinkers exhibit a fascination for definitions, conceptual
izations, and programmatic statements of a vaguely benevolent, 
vaguely moralizing nature. . . . They collect analogies between 
the phenomena of one field and those of another . . .  the descrip
tion of which seems to offer them an esthetic delight that is its own 
justification . . . .  No evidence that systems theory has been used 
to achieve the solution of any substantive problem in any field 
whatsoever has appeared.l o 

The last part of this critique is definitely no longer justified 
today, as we shall see in the subsequent chapters of this book, and 
it may have been too harsh even in the 1 970s. It could be argued 
even then that the understanding of living organisms as energeti
cally open but organizationally closed systems, the recognition of 
feedback as the essential mechanism of homeostasis, and the cy
bernetic models of neural processes-to name just three examples 
that were well established at the time-represented major ad� 
vances in the scientific understanding of life. 

l 
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However, Lilienfeld was right in the sense that no formal sys
tems theory of the kind envisaged by Bogdanov and Bertalanffy 
had been applied successfully in any field. Bertalanffy's goal, to 
develop his general systems theory into "a mathematical discipline, 
in itself purely formal but applicable to the various empirical sci
ences," was certainly never achieved. 

The main reason for this "failure" was the lack of mathematical 
techniques for dealing with the complexity of living systems. 
Bogdanov and Bertalanffy both recognized that in open systems 
the simultaneous interactions of many variables generate the pat
terns of organization characteristic of life, but they lacked the 
means to describe the emergence of those patterns mathematically. 
Technically speaking, the mathematics of their time was limited to 
linear equations, which are inappropriate to describe the highly 
nonlinear nature of living systems. " 

The cyberneticists concentrated on nonlinear phenomena like 
feedback loops and neural networks, and they had the beginnings 
of a corresponding nonlinear mathematics, but the real break
through came several decades later and was linked closely to the 
developfll,ent of a new generation of powerful computers. 

While the systemic approaches developed during the first half 
of the century did not result in a formal mathematical theory, they 
created a certain way of thinking, a new language, new concepts, 
and a whole intellectual climate that has led to significant scientific 
advances in recent years. Instead of a formal systems theory the 
decade of the 1 980s saw the development of a series of successful 
systemic models that describe various aspects of the phenomenon of 
life. From these models the outlines of a coherent theory of living 
systems, together with the proper mathematical language, are now 
finally emerging. 

The Importance of Pattern 

The recent advances in our understanding of living systems are 
based on two developments that originated in the late 1 970s, dur
ing the same years when Lilienfeld and others were writing their 
critiques of systems thinking. One was the discovery of the new 
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mathematics of complexity, which is discussed in the following 
chapter. The other was the emergence of a powerful novel con
cept, that of self-organization, which had been implicit in the early 
discussions of the cyberneticists but was not developed explicitly 
for another thirty years. 

To understand the phenomenon of self-organization, we first 
need to understand the importance of pattern. The idea of a pat
tern of organization-a configuration of relationships characteris
tic of a particular system-became the explicit focus of systems 
thinking in cybernetics and has been a crucial concept ever since. 
From the systems point of view, the understanding of life begins 
with the understanding of pattern. 

We have seen that throughout the history of Western science ' 
and philosophy there has been a tension between the study of 
substance and the study of form. I 2 The study of substance starts 
with the question, What is it made of?; the study of form with the 
question, What is its pattern ? These are two very different ap
proaches, which have been in competition with one another 
throughout our scientific and philosophical tradition. .) 

The study of substance began in Greek antiquity in the sixth 
century B.C., when Thales, Parmenides, and other philosophers 
asked: What is reality made of? What are the ultimate constitu
ents of matter? What is its essence? The answers to these ques
tions define the various schools of the early era of Greek philoso
phy. Among them was the idea of four fundamental elements
earth, air, fire, water. In modern times those were recast into the 
chemical elements, now more than 1 00 but still a finite number of 
ultimate elements out of which all matter was thought to be made. 
Then Dalton identified the elements with atoms, and with the rise 
of atomic and nuclear physics in the twentieth century the atoms 
were further reduced to subatomic particles. 

Similarly, in biology the basic elements were first organisms, or 
species, and in the eighteenth century biologists developed elabo
rate classification schemes for plants and animals. Then, with the 
discovery of cells as the common elements in all organisms, the 
focus shifted from organisms to cells. Finally, the cell was broken 
down into its macromolecules--enzymes, proteins, amino acids, 



M ODELS OF S ELF - ORGANIZATION 81 

and so forth-and molecular biology became the new frontier of 
research. In all those endeavors the basic question had not 
changed since Greek antiquity: What is reality made of? What are 
its ultimate constituents? 

At the same time, throughout the same history of philosophy 
and science the study of pattern was always present. It began with 
the Pythagoreans in Greece and was continued by the alchemists, 
the Romantic poets, and various other intellectual movements. 
However, for most of the time the study of pattern was eclipsed by 
the study of substance until it reemerged forcefully in our century, 
when it was recognized by systems thinkers as essential to the 
understanding of life. 

I shall argue that the key to a comprehensive theory of living 
systems lies in the synthesis of those two very different approaches, 
the study of substance (or structure) and the study of form (or 
pattern). In the study of structure we measure and weigh things. 
Patterns, however, cannot be measured or weighed; they must be 
mapped. To understand a pattern we must map a configuration of 
relationships. In other words, structure involves quantities, while 

�. pattern involves qualities. 
The study of pattern is crucial to the understanding of living 

systems because systemic properties, as we have seen, arise from a 
configuration of ordered relationships. 1 3  Systemic properties are 
properties of a pattern. What is destroyed when a living organism 
is dissected is its pattern. The components are still there, but the 
configuration of relationships among them-the pattern-is de
stroyed, and thus the organism dies. 

Most reductionist scientists cannot appreciate critiques of reduc
tionism, because they fail to grasp the importance of pattern. They 
affirm that all living organisms are ultimately made of the same 
atoms and molecules that are the components of inorganic matter 
and that the laws of biology can therefore be reduced to those of 
physics and chemistry. While it is true that all living organisms 
are ultimately made of atoms and molecules, they are not "nothing 
but" atoms and molecules. There is something else to life, some
thing nonmaterial and irreducible-a pattern of organization. 
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Networks-the Patterns of Life 

Having appreciated the importance of pattern for the understand
ing of life, we can now ask: Is there a common pattern of organi
zation that can be identified in all living systems? We shall see 
that this is indeed the case. This pattern of organization, common 
to all living systems, will be discussed in detail below. 1 4  Its most 
important property is that it is a network pattern. Whenever we 
encounter living systems--organisms, parts of organisms, or com
munities of organisms-we can observe that their components are 
arranged in network fashion. Whenever we look at life, we look 
at networks. 

This recognition came into science in the 1 920s, when ecologists 
began to study food webs. Soon after that, recognizing the net
work as the general pattern of life, systems thinkers extended 
network models to all systems levels. Cyberneticists, in particular, 
tried to understand the brain as a neural network and developed 
special mathematical techniques to analyze its patterns. The struc
ture of the human brain is enormously complex. It contains about 
10 billion nerve cells (neurons), which are interlinked in a vast 
network through 1 ,000 billion junctions (synapses). The whole 
brain can be divided into subsections, or subnetworks, which com
municate with each other in network fashion. All this results in 
intricate patterns of intertwined webs, networks nesting within 
larger networ ks.1 5 

The first and most obvious property of any network is its non
linearity-it goes in all directions. Thus the relationships in a 
network pattern are nonlinear relationships. In particular, an in
fluence, or message, may travel along a cyclical path, which may 
become a feedback loop. The concept of feedback is intimately 
connected with the network pattern. 1 6  

Because networks of communication may generate feedback 
loops, they may acquire the ability to regulate themselves. For 
example, a community that maintains an active network of com
munication will learn from its mistakes, because the consequences 
of a mistake will spread through the network and return to the 
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source along feedback loops. Thus the community can correct its 
mistakes, regulate itself, and organize itself. Indeed, self-organiza
tion has emerged as perhaps the central concept in the systems 
view of life, and like the concepts of feedback and self-regulation, 
it is linked closely to networks. The pattern of life, we might say, 
is a network pattern capable of self-organization. This is a simple 
definition, yet it is based on recent discoveries at the very forefront 
of science. 

Emergence of Self-Organization Concept 

The concept of self-organization -originated in the early years of 
cybernetics, when scientists began to construct mathematical mod
els representing the logic inherent in neural networks. In 1 943 the 
neuroscientist Warren McCulloch and the mathematician Walter 
Pitts published a pioneering paper entitled "A Logical Calculus of 
the Ideas Immanent in Nervous Activity," in which they showed 
that the logic of any physiological process, of any behavior, can be 
transformed into rules for constructing a network.l 7 

In their paper the authors introduced idealized neurons repre
sented by binary switching elements-in other words, elements 
that can switch "on" or "off'-and they modeled the nervous 
system as complex networks of those binary switching elements. 
In such a McCulloch-Pitts network the "on-off' nodes are coupled 
to one another in such a way that the activity of each node is 
governed by the prior activity of other nodes according to some 
"switching rule." For example, a node may switch on at the next 
moment only if a certain number of adjacent nodes are "on" at 
this moment. McCulloch and Pitts were able to show that al
though binary networks of this kind are simplified models, they 
are a good approximation of the networks embedded in the ner
vous system. 

In the 1 950s scientists began to actually build models of such 
binary networks, including some with little lamps flickering on 
and off at the nodes. To their great amazement they discovered 
that after a short time of random flickering, some ordered patterns 
would emerge in most networks. They would see waves of flicker-
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ing pass through the network, or they would observe repeated 
cycles. Even though the initial state of the network was chosen at 
random, after a while those ordered patterns would emerge spon
taneously, and it was that spontaneous emergence of order that 
became known as "self-organization." 

As soon as this evocative term appeared in the literature, sys
tems thinkers began to use it widely in different contexts. Ross 
Ashby in his early work was probably the first to describe the 
nervous system as "self-organizing." I 8 The physicist and cybernet
icist Heinz von Foerster became a major catalyst for the self
organization idea in the late 1 950s, organizing conferences around 
this topic, providing financial support for many of the participants, 
and publishing their contributions. 1 9  

For two decades Foerster maintained an interdisciplinary re
search group dedicated to the study of self-organizing systems. 
Centered at the Biological Computer Laboratory of the University 
of Illinois, this group was a close circle of friends and colleagues 
who worked away from the reductionist mainstream and whose 
ideas, being ahead of their time, were not widely published. How- • 

ever, those ideas were the seeds of many of the successful models 
of self-organizing systems developed during the late seventies and 
the eighties. 

Heinz von Foerster's own contribution to the theoretical under
standing of self-organization came very early and had to do with 
the concept of order. He asked: Is there a measure of order one 
could use to define the increase of order implied by "organiza
tion"? To solve this problem Foerster used the concept of "redun
dancy," defined mathematically in information theory by Claude 
Shannon, which measures the relative order of the system against 
the background of maximum disorder.2 0 

Since then this approach has been superseded by the new math
ematics of complexity, but in the late 1 950s it allowed Foerster to 
develop an early qualitative model of self-organization in living 
systems. He coined the phrase "order from noise" to indicate that 
a self-organizing system does not just "import" order from its 
environment, but takes in energy-rich matter, integrates it into its 
own structure, and thereby increases its internal order. 
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During the seventies and eighties the key ideas of this early 
model were refined and elaborated by researchers in several coun
tries who explored the phenomenon of self-organization in many 
different systems from the very small to the very large-Ilya 
Prigogine in Belgium, Hermann Haken and Manfred Eigen in 
Germany, James Lovelock in England, Lynn Margulis in the 
United States, Humberto Maturana and Francisco Varela in 
Chile.2 1 The resulting models of self-organizing systems share 
certain key characteristics, which are the main ingredients of the 
emerging unified theory of living systems to be disc�ssed in this 
book. 

The first important difference between the early concept of self
organization in cybernetics and the more elaborate later models is 
that the latter include the creation of new structures and new 
modes of behavior in the self-organizing process. For Ashby all 
possible structural changes take place within a given "variety 
pool" of structures, and the survival chances of the system depend 
on the richness, or "requisite variety," of that pool. There is no 
creativity, no development, no evolution. The later models, by 
contl'ast, include the creation of novel structures and modes of 
behavior in the processes of development, learning, and evolution. 

A second common characteristic of these models of self-organi
zation is that they all deal with open systems operating far from 
equilibrium. A constant flow of energy and matter through the 
system is necessary for self-organization to take place. The strik
ing emergence of new structures and new forms of behavior, 
which is the hallmark of self-organization, occurs only when the 
system is far from equilibrium. 

The third characteristic of self-organization, common to all 
models, is the nonlinear interconnectedness of the system's compo
nents. Physically this nonlinear pattern results in feedback loops; 
mathematically it is described in terms of nonlinear equations. 

Summarizing those three characteristics of self-organizing sys
tems, we can say that self-organization is the spontaneous emer
gence of new structures and new forms of behavior in open sys
tems far from equilibrium, characterized by internal feedback 
loops and described mathematically by nonlinear equations. 
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Dissipative Structures 

The first, and perhaps most influential, detailed description of 
self-organizing systems was the theory of "dissipative structures" 
by the Russian-born chemist and physicist lIya Prigogine, Nobel 
Laureate and professor of physical chemistry at the Free Univer
sity of Brussels .  Prigogine developed his theory from studies of 
physical and chemical systems, but according to his own recollec
tions, he was led to do so after pondering the nature of life: 

I was very much interested in the problem of life. . . . I thought 
always that the existence of life is telling us something very impor
tant about nature.2 2 

What intrigued Prigogine most was that living organisms are 
able to maintain their life processes under conditions of nonequi
librium. He became fascinated by systems far from thermal equi
librium and began an intensive investigation to find out under 
exactly what conditions nonequilibrium situations may be stable: 

The crucial breakthrough occurred for Prigogine during the 
early 1 960s, when he realized that systems far from equilibrium 
must be described by nonlinear equations. The clear recognition of 
this link between "far from equilibrium" and "nonlinearity" 
opened an avenue of research for Prigogine that would culminate 
a decade later in his theory of self-organization. 

In order to solve the puzzle of stability far from equilibrium, 
Prigogine did not study living systems but turned to the much 
simpler phenomenon of heat convection, known as the "Benard 
instability," which is now regarded as a classical case of self-orga
nization. At the beginning of the century the French physicist 
Henri Benard discovered that the heating of a thin layer of liquid 
may result in strangely ordered structures. When the liquid is 
uniformly heated from below, a constant heat flux is established, 
moving from the bottom to the top. The liquid itself remains at 
rest, and the heat is transferred by conduction alone. However, 
when the temperature difference between the top and bottom sur
faces reaches a certain critical value, the heat flux is replaced by 

l 



M ODELS OF S ELF - ORGANIZATION 87 

heat convection, in which the heat is transferred by the coherent 
motion of large numbers of molecules. 

At this point a very striking ordered pattern of hexagonal 

Figure 5-1 

Pattern of hexagonal Benard cells in a cyl indrical container, 

. viewed from above. The diameter of the container is 

approximately 1 0cm, the depth of the liquid approximately O.5cm; 

from Berge (1 981 ).  

("honeycomb") cells appears, in which hot liquid rises through the 
center of the cells, while the cooler liquid descends to the bottom 
along the cell walls (see figure 5-1) .  Prigogine's detailed analysis of 
these "Benard cells" showed that as the system moves farther 
away from equilibrium (that is, from a state with uniform temper
ature throughout the liquid), it reaches a critical point of instabil
ity, at which the ordered hexagonal pattern emerges. 2 3  

The Benard instability i s  a spectacular example of spontaneous 
self-organization. The nonequilibrium that is maintained by the 
continual flow of heat through the system generates a complex 
spatial pattern in which millions of molecules move coherently to 
form the hexagonal convection cells. Benard cells, moreover, are 
not limited to laboratory experiments but also occur in nature in a 
wide variety of circumstances. For example, the flow of warm air 
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from the surface of the earth toward outer space may generate 
hexagonal circulation vortices that leave their imprints on sand 
dunes in the desert and on arctic snow fields.2 4 

Figure 5-2 

Wavelike chemical activity in the so-called Belousov-Zhabotinskii 

reaction; from Prigogine (1 980). 

Another amazing self-organization phenomenon studied exten
sively by Prigogine and his colleagues in Brussels are the so-called 
chemical clocks. These are reactions far from chemical equilib
rium, which produce very striking periodic oscillations.2 5 For ex
ample, if there are two kinds of molecules in the reaction, one 
"red" and one "blue," the system will be all blue at a certain point; 
then change its color abruptly to red; then again to blue; and so on 
at regular intervals. Different experimental conditions may also 
produce waves of chemical activity (see figure 5-2). 

To change color all at once, the chemical system has to act as a 
whole, producing a high degree of order through the coherent 
activity of billions of molecules. Prigogine and his colleagues dis
covered that, as in the Benard convection, this coherent behavior 
emerges spontaneously at critical points of instability far from 
equilibrium. 

During the 1960s Prigogine developed a new nonlinear thermo
dynamics to describe the self-organization phenomenon in open 
systems far from equilibrium. "Classical thermodynamics," he ex
plains, "leads to the concept of 'equilibrium structures' such as 
crystals. Benard cells are structures too, but of a quite different 
nature. That is why we have introduced the notion of 'dissipative 

l 
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structures,' to emphasize the close association, at first paradoxical, 
in such situations between structure and order on the one side, 
and dissipation . . .  on the other."2 6 In classical thermodynamics 
the dissipation of energy in heat transfer, friction, and the like was 
always associated with waste. Prigogine's concept of a dissipative 
structure introduced a radical change in this view by showing that 
in open systems dissipation becomes a source of order. 

In 1967 Prigogine presented his concept of dissipative structures 
for the first time in a lecture at a Nobel Symposium in Stock
holm,2 7 and four years later he published the first formulation of 
the full theory together with his colleague Paul Glansdorff.2 8 Ac
cording to Prigogine's theory, dissipative structures not only main
tain themselves in a stable state far from equilibrium, but may 
even evolve. When the flow of energy and matter through them 
increases, they may go through new instabilities and transform 
themselves into new structures of increased complexity. 

Prigogine's detailed analysis of this striking phenomenon 
showed that while dissipative structures receive their energy from 
outside, the instabilities and jumps to new forms of organization 
�re the result of fluctuations amplified by positive feedback loops. 
Thus amplifying "runaway" feedback, which had always been 
regarded as destructive in cybernetics, appears as a source of new 
ord�r and complexity in the theory of dissipative structures. 

Laser Theory 

During the early sixties, at the time when Ilya Prigogine realized 
the crucial importance of nonlinearity for the description of self
organizing systems, the physicist Hermann Haken in Germany 
had a very similar realization while studying the physics of lasers, 
which had just been invented. In a laser, certain special conditions 
combine to produce a transition from normal lamplight, which 
consists of an "incoherent" (unordered) mixture of light waves of 
different frequencies and phases, to "coherent" laser light consist
ing of one single, continuous, monochromatic wave train. 

The high coherence of laser light is brought about by the coor
dination of light emissions from the individual atoms in the laser. 
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Haken recognized that this coordinated emission, resulting in the 
spontaneous emergence of coherence, or order, is a process of self
organization and that a nonlinear theory is needed to describe it 
properly. "In those days I had a lot of arguments with several 
American theorists," Haken remembers, "who were also working 
on lasers, but with a linear theory, and who did not realize that 
something qualitatively new is happening at this point."2 9 

When the laser phenomenon was discovered, it was interpreted 
as an amplification process, which Einstein had already described 
in the early days of quantum theory. Atoms emit light when they 
are "excited"-that is, when their electrons have been lifted to 
higher orbits. After a while the electrons will spontaneously jump 
back to lower orbits and in the process emit energy in the form of 
wavelets of light. A beam of ordinary light consists of an incoher
ent mixture of these tiny wavelets emitted by individual atoms. 

Under special circumstances, however, a passing l ight wave can · 
"stimulate"--or, as Einstein called it, "induce"-an excited atom 
to emit its energy in such a way that the light wave is amplified. 
This amplified wave can, in turn, stimulate another atom to am-' 
plify it further, and eventually there will be an avalanche of ampli
fications. The resulting phenomenon was called "light amplifica
tion through stimulated emission of radiation," which gave rise to 
the acronym LASER. 

The problem with this description is that different atoms in the 
laser material will simultaneously generate different light ava
lanches that are incoherent relative to each other. How then, 
Haken asked, do these unordered waves combine to produce a 
single coherent wave train ? He was led to the answer by observing 
that a laser is a many-particle system far from thermal equilib
rium.3 o It needs to be "pumped" from the outside to excite the 
atoms, which then radiate energy. Thus there is a constant flow of 
energy through the system. 

While studying this phenomenon intensely during the 1 960s, 
Haken found several parallels to other systems far from equilib
rium, which led him to speculate that the transition from normal 
l ight to laser light might be an example of the self-organization 
processes that are typical of systems far from equilibrium.3 1 
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Haken coined the term "synergetics" to indicate the need for a 
new field of systematic study of those processes, in which the 
combined actiotls of many individual parts, such as the laser at
oms, produce a coherent behavior of the whole. In an interview 
given in 1 985 Haken explained: 

In physics, there is the term "cooperative effects," but it is used 
mainly for systems in thermal equilibrium. . . . I felt I should 
coin a term for cooperation [in] systems far from thermal equilib
rium . . . .  I wanted to emphasize that we need a new discipline 
for those processes. . . . So, one could see synergetics as a science 
dealing, perhaps not exclusively, with the phenomenon of self
organization.3 2 

In 1 970 Haken published his full nonlinear laser theory in the 
prestigious German physics encyclopedia Handbuch der Physik. 3 3  
Treating the laser as a self-organizing system far from equilib
rium, he showed that the laser action sets in when the strength of 
the external pumping reaches a certain critical value. Due to a 
special arrangement of mirrors on both ends of the laser cavity, 

. only light emitted very close to the direction of the laser axis can 
remain in the cavity long enough to bring about the amplification 
process, while all other wave trains are eliminated. 

Haken's theory makes it clear that although the laser needs to 
be pumped energetically from the outside to remain in a state far 
from equilibrium, the coordination of emissions is carried out by 
the laser light itself; it is a process of self-organization. Thus 
Haken arrived independently at a precise description of a self
organizing phenomenon of the kind Prigogine would call a dissi
pative structure. 

The predictions of laser theory have been verified in great de
tail, and due to the pioneering work of Hermann Haken, the laser 
has become an important tool for the study of self-organization. 
At a symposium honoring Haken's sixtieth birthday, his collabora
tor Robert Graham paid an eloquent tribute to his work: 

It is one of Haken's great contributions to recognize that lasers are 
not only extremely important technological tools, but also highly 
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interesting physical systems in themselves, which can teach us im
portant lessons . . . .  Lasers occupy a very interesting place be
tween the quantum world and the classical world, and Haken's 
theory tells us how these worlds can be connected. . . . The laser 
can be seen at the crossroads between quantum and classical phys
ics, between equilibrium and non-equilibrium phenomena, be
tween phase transitions and self-organization, and between regular 
and chaotic dynamics. At the same time, it is a system which we 
understand both on a microscopic quantum mechanical and a 
macroscopic classical level. It is a solid ground for discovering 
general concepts of non-equilibrium physics.3 4 

Hypercycles 

Whereas Prigogine and Haken were led to the concept of self
organization by studying physical and chemical systems that go 
through points of instability and generate new forms of order, the 
biochemist Manfred Eigen used the same concept to shed light on 
the puzzle of the origin of life. According to standard Darwil).ian 
theory, living org;l.llisms formed ( JUl of "molecular chaos" by 
chance through random mutations and natural selection. How
ever, it has often been pointed out that the probability of even 
simple cells to emerge in this way during the known age of the 
Earth is vanishingly small. 
, Manfred Eigen, Nobel Laureate in chemistry and director of 

the Max Planck Institute for Physical Chemistry in Gottingen, 
proposed in the early seventies that the origin of life on Earth may 
have been the result of a process of progressive organization in 
chemical systems far from equilibrium, involving "hypercycles" of 
multiple feedback loops. Eigen, in effect, postulated a prebiologi
cal phase of evolution, in which selection processes occur in the 
molecular realm "as a material property inherent in special reac
tion systems,"3 5 and he coined the term "molecular self-organiza
tion" to describe these prebiological evolutionary processes.3 6 

The special reaction systems studied by Eigen are known as 
"catalytic cycles." A catalyst is a substance that increases the rate of 
a chemical reaction without itself being changed in the process. 
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Catalytic reactions are crucial processes in the chemistry of life. 
The most common and most efficient catalysts are the enzymes, 
which are essential components of cells promoting vital metabolic 
processes. 

When Eigen and his colleagues studied catalytic reactions in
volving enzymes in the 1960s, they observed that in biochemical 
systems far from equilibrium, i.e., systems exposed to energy 
flows, different catalytic reactions combine to form complex net
works that may contain closed loops. Figure 5-3 shows an example 
of such a catalytic network, in which fifteen enzymes catalyze each 
other's formations in such a way that a closed loop, or catalytic 
cycle, is formed. 

Figure 5-3 

A catalytic network of enzymes, including a closed loop 

(E1 . . .  E1 5); from Eigen (1 971 ). 

These catalytic cycles are at the core of self-organizing chemical 
systems such as the chemical clocks studied by Prigogine, and they 
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also play an essential role in the metabolic functions of living 
organisms. They are remarkably stable and can persist under a 
wide range of conditions.3 7 Eigen discovered that with sufficient 
time and a continuing flow of energy, catalytic cycles tend to 
interlock to form closed loops in which the enzymes produced in 
one cycle act as catalysts in the subsequent cycle. He coined the 
term "hypercycles" for those loops in which each link is a catalytic 
cycle. 

Hypercycles turn out to be not only remarkable stable, but also 
capable of self-replication and of correcting replication errors, 
which means that they can conserve and transmit complex infor
mation. Eigen's theory shows that such self-replication-which is, 
of course, well-known for living organisms�may have occurred 
in chemical systems before the emergence of life, before the for
mation of a genetic structure. These chemical hypercycles, then, 
are self-organizing systems that cannot properly be called "living" . 
because they lack some key characteristics of life. However, they 
must be seen as precursors to living systems. The lesson to be 
learned here seems to be that the roots of life reach down into the 
realm of nonliving matter. 

One of the most striking lifelike properties of hypercycles is that 
they can evolve by passing through instabilities and creating suc
cessively higher levels of organization that are characterized by 
increasing diversity and richness of components and structures.3 8 
Eigen points out that the new hypercycles created in this way may 
be in competition for natural selection, and he refers explicitly to 
Prigogine's theory to describe the whole process: "The occurrence 
of a mutation with selective advantage corresponds to an instabil
ity, which can be explained with the help of the [theory] . . .  of 
Prigogine and Glansdorff."3 9  

Manfred Eigen's theory o f  hypercycles shares the key concepts 
of self-organization with lIya Prigogine's theory of dissipative 
structures and Hermann Haken's laser theory-the state of the 
system far from equilibrium; the development of amplification 
processes through positive feedback loops; and the appearance of 
instabilities leading to the creation of new forms of organization. 
In addition, Eigen made the revolutionary step of using a Datwin-

I 
l 
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ian approach to describe evolutionary phenomena at a prebiologi
cal, molecular level. 

Autopoiesis-the Organization of the Living 

The hypercycles studied by Eigen self-organize, self-reproduce, 
and evolve. Yet one hesitates to call these cycles of chemical reac
tions "alive." What properties, then, must a system have to be 
called truly living? Can we make a clear distinction between liv
ing and nonliving systems ?  What is the precise connection be
tween self-organization and life ?  

These were the questions the Chilean neuroscientist Humberto 
Maturana asked himself during the 1960s. After six years of stud
ies and research in biology in England and the United States, 
where he collaborated with Warren McCulloch's group at MIT 
and was strongly influenced by cybernetics, Maturana returned to 
the University of Santiago in 1960. There he specialized in neuro
science and, in particular, in the understanding of color percep
tion . 

• From this research two major questions crystallized in 
Maturana's mind. As he remembered it later, "I entered a situa
tion in which my academic life was divided, and I oriented myself 
in search of the answers to two questions that seemed to lead in 
opposite directions, namely: 'What is the organization of the liv
ing? '  and 'What takes place in the phenomenon of percep
tion? '  "40 

Maturana struggled with these questions for almost a decade, 
and it was his genius to find a common answer to both of them. In 
so doing, he made it possible to unify two traditions of systems 
thinking that had been concerned with phenomena on different 
sides of the Cartesian division. While organismic biologists had 
explored the nature of biological form, cyberneticists had at
tempted to understand the nature of mind. Maturana realized in 
the late sixties that the key to both of these puzzles lay in the 
understanding of "the organization of the living." 

In the fall of 1968 Maturana was invited by Heinz von Foerster 
to join his interdisciplinary research group at the University of 
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Illinois and to partiCIpate in a symposium on cognition held in 
Chicago a few months later. This gave him an ideal opportunity 
to present his ideas on cognition as a biological phenomenon.4 1 
What, then, was Maturana's central insight? In his own words: 

My investigations of color perception led me to a discovery that 
was extraordinarily important for me: The nervous system oper
ates as a closed network of interactions, in which every change of 
the interactive relations between certain components always results 
in a change of the interactive relations of the same or of other 
components."4 2 

From this discovery Maturana drew two conclusions, which 
gave him the answers to his two major quesdons. He hypothesized 
that the "circular organization" of the nervous system is the basic 
organization of all living systems: "Living systems . . .  [are] or
ganized in a closed causal circular process that allows for evolu
tionary change in the way the circularity is maintained, but not for 
the loss of the circularity itself."4 3  

Since all changes in the system take place within this basic 
circularity, Maturana argued that the components that specify the 
circular organization must also be produced and maintained by it. 
And he concluded that this network pattern, in which the func
tion of each component is to help produce and transform other 
components while maintaining the overall circularity of the net
work, is the basic "organization of the living." 

The second conclusion Maturana drew from the circular clo
sure of the nervous system amounted to a radically new under
standing of cognition. He postulated that the nervous system is not 
only self-organizing but also continually self-referring, so that per
ception cannot be viewed as the representation of an external real
ity but must be understood as the continual creation of new rela
tionships within the neural network: "The activities of nerve cells 
do not reflect an environment independent of the living organism 
and hence do not allow for the construction of an absolutely ex-
isting external world."4 4  , 

According to Maturana, perception and, more generally, cogni
tion do not represent an external reality, but rather specify one 
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through the nervous system's process of circular organization. 
From this premise Maturana then took the radical step of postu
lating that the process of circular organization itself-with or 
without a nervous system-is identical to the process of cognition: 

Living systems are cognitive systems, and living as a process is a 
process of cognition. This statement is valid for all organisms, with 
and without a nervous system.4 5 

This way of identifying cognition with the process of life itself is 
indeed a radically new conception. Its implications are far-reach
ing and will be discussed in detail in the following pages.4 6 

After publishing his ideas in 1970, Maturana began a long col
laboration with Francisco Varela, a younger neuroscientist at the 
University of Santiago who was Maturana's student before he be
came his collaborator. According to Maturana, their collaboration 
began when Varela challenged him in a conversation to find a 
more formal and more complete description for the concept of 
circular organization.47 They immediately set to work on a com
plete verbal description of Maturana's idea before attempting to 
construct a mathematical model, and they began by inventing a • 
new name for it-autopoiesis. 

Auto, of course, means "self' and refers to the autonomy of self
organizing systems; and poiesis-which shares the same Greek 
root as the word "poetry"-means "making." So autopoiesis means 
"self-making." Since they had coined a new word without a his
tory, it was easy to use it as a technical term for the distinctive 
organization of living systems. Two years later Maturana and 
Varela published their first description of autopoiesis in a long 
essay,4 8 and by 1974 they and their colleague Ricardo Uribe had 
developed a corresponding mathematical model for the simplest 
autopoietic system, the living cel1.4 9 

Maturana and Varela begin their essay on autopoiesis by charac
terizing their approach as "mechanistic" to distinguish it from 
vitalist approaches to the nature of life: "Our approach will be 
mechanistic: no forces or principles will be adduced which are not 
found in the physical universe." However, the next sentence 
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makes it immediately clear that the authors are not Cartesian 
mechanists but systems thinkers: 

Yet, our problem is the living organization and therefore our inter
est will not be in properties of components, but in processes and 
relations between processes realized through components.50 

They go on to refine their position with the important distinc
tion between "organization" and "structure," which had been an 
implicit theme during the entire history of systems thinking but 
was not addressed explicitly until the development of cybernet
ics.5 1 Maturana and Varela make the distinction crystal clear. The 
organization of a living system, they explain, is the set of relations 
among its components that characterize the system as belonging to 
a particular class (such as a bacterium, a sunflower, a cat, or a 
human brain). The description of that organization is an abstract 
description of relationships and does not identify the components. 
The authors assume that autopoiesis is a general pattern of organi
zation, common to all living systems, whichever the nature of 
their components. 

The structure of a living system, by contrast, is constituted by 
the actual relations among the physical components. In other 
words, the system's structure is the physical embodiment of its 
organization. Maturana and Varela emphasize that the system's 
organization is independent of the properties of its components, so 
that a given organization can be embodied in many different man
ners by many different kinds of components. 

Having clarified that their concern is with organization, not 
structure, the authors then proceed to define autopoiesis, the orga
nization common to all living systems. It is a network of produc
tion processes, in which the function of each component is to 
participate in the production or transformation of other compo
nents in the network. In this way the entire network continually 
"makes itself." It is produced by its components and in turn pro
duces those components. "In a living system," the authors explain, 
"the product of its operation is its own organization."5 2 

An important characteristic of living systems is that their auto
poietic organization includes the creation of a boundary that speci-

l 
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fies the domain of the network's operations and defines the system 
as a unit. The authors point out that catalytic cycles, in particular, 
do not constitute living systems, because their boundary is deter
mined by factors (such as a physical container) that are indepen
dent of the catalytic processes. 

It is also interesting to note that physicist Geoffrey Chew for
mulated his so-called bootstrap hypothesis about the composition 
and interactions of subatomic particles, which sounds quite similar 
to the concept of autopoiesis, about a decade before Maturana first 
published his ideas.5 3  According to Chew, strongly interacting 
particles, or "hadrons," form a network of interactions in which 
"each particle helps to generate other particles, which in turn gen
erate it."54 

However, there are two key differences between the hadron 
bootstrap and autopoiesis. Hadrons are potential "bound states" of 
each other in the probabilistic sense of quantum theory, which 
does not apply to Maturana's "organization of the living." More
over, a network of subatomic particles interacting through high
energy collisions cannot be said to be autopoietic because it does 
not form any boundary. 

According to Maturana and Varela, the concept of autopoiesis is 
necessary and sufficient to characterize the organization of living 
systems. However, this characterization does not include any in
formation about the physical constitution of the system's compo
nents. To understand the properties of the components and their 
physical interactions, a description of the system's structure in the 
language of physics and chemistry must be added to the abstract 
description of its organization. The clear distinction between these 
two descriptions-one in terms of structure and the other in terms 
of organization-makes it possible to integrate structure-oriented 
models of self-organization (such as those by Prigogine and 
Haken) and organization-oriented models (as those by Eigen and 
Maturana-Varela) into a coherent theory of living systems.5 5 
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Gaia-the Living Earth 

The key ideas underlying the various models of self-organizing 
systems just described crystallized within a few years during the 
early 1960s. In the United States Heinz von Foerster assembled his 
interdisciplinary research group and held several conferences on 
self-organization; in Belgium IIya Prigogine realized the crucial 
link between nonequilibrium systems and nonlinearity; in Ger
many Hermann Haken developed his nonlinear laser theory and 
Manfred Eigen worked on catalytic cycles; and in Chile Humberto 
Maturana puzzled over the organization of living systems. 

At the same time, the atmospheric chemist James Lovelock had 
an illuminating insight that led him to formulate a model that is 
perhaps the most surprising and most beautiful expression of self
organization-the idea that the planet Earth as a whole is a living, 
self-organizing system. 

The origins of Lovelock's daring hypothesis lie in the early days 
of the NASA space program. While the idea of the Earth being 
alive is very ancient and speculative theories about the planet as a 
living system had been formulated several times,S 6 the space 
flights during the early 1 960s enabled human beings for the first 
time to actually look at our planet from outer space and perceive it 
as an integrated whole. This perception of the Earth in all its 
beauty-a blue-and-white globe floating in the deep darkness of 
space-moved the astronauts deeply and, as several have since 
declared, was a profound spiritual experience that forever changed 
their relationship to the Earth.s 7 The magnificent photographs of 
the whole Earth that they brought back provided the most power
ful symbol for the global ecology movement. 

While the astronauts looked at the planet and beheld its beauty, 
the environment of the Earth was also examined from outer space 
by the sensors of scientific instruments, and so were the environ
ments of the moon and the nearby planets. During the 1 960s the 
Soviet and American space programs launched over fifty space 
probes, most of them to explore the moon but some traveling 
beyond to Venus and Mars. 
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At that time NASA invited James Lovelock to the Jet Propul
sion Laboratories in Pasadena, California, to help them design 
instruments for the detection of life on Mars.5 8 NASA's plan was 
to send a spacecraft to Mars that would search for life at the 
landing site by performing a series of experiments with the Mar
tian soil. While Lovelock worked on technical problems of instru
ment design, he also asked himself a more general question: How 
can we be sure that the Martian way of life, if any, will reveal 
itself to tests based on Earth's lifestyle? Over the following months 
and years this question led him to think deeply about the nature of 
life and how it could be recognized. 

In contemplating this problem, Lovelock found that the fact 
that all living organisms take in energy and matter and discard 
waste products was the most general characteristic of life he could 
identify. Much like Prigogine, he thought that one should be able 
to express this key characteristic mathematically in terms of en
tropy, but then his reasoning went in a different direction. Love
lock assumed that life on any planet would use the atmosphere 
and oceans as fluid media for raw materials and waste products. 
Tioterefore, he speculated, one might be able, somehow, to detect 
the existence of life by analyzing the chemical composition of a 
planet's atmosphere. Thus if there was life on Mars, the Martian 
atmosphere should reveal some special combination of gases, some 
characteristic "signature" that could be detected even from Earth. 

These speculations were confirmed dramatically when Love
lock and a colleague, Dian Hitchcock, began a systematic analysis 
of the Martian atmosphere, using observations made from Earth, 
and compared it with a similar analysis of the Earth's atmosphere. 
They discovered that the chemical compositions of the two atmo
spheres are strikingly different. While there is very little oxygen, a 
lot of carbon dioxide (C02), and no methane in the Martian atmo
sphere, the Earth's atmosphere contains massive amounts of oxy
gen, almost no CO2, and a lot of methane. 

Lovelock realized that the reason for that particular atmo
spheric profile on Mars is that on a planet with no life, all possible 
chemical reactions among the gases in the atmosphere were com
pleted a long time ago. Today no more chemical reactions are 
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possible on Mars; there is complete chemical equilibrium in the 
Martian atmosphere. 

The situation on Earth is exactly the opposite. The terrestrial 
atmosphere contains gases like oxygen and methane, which are 
very likely to react with each other but coexist in high proportions, 
resulting in a mixture of gases far from chemical equilibrium. 
Lovelock realized that this special state must be due to the pres
ence of life on Earth. Plants produce oxygen constantly and other 
organisms produce other gases, so that the atmospheric gases are 
being replenished continually while they undergo chemical reac
tions. In other words, Lovelock recognized the Earth's atmosphere 
as an open system, far from equilibrium, characterized by a con
stant flow of energy and matter. His chemical analysis identified 
the very hallmark of life. 

This insight was so momentous for Lovelock that he still re
members the exact moment when it occurred: 

For me, the personal revelation of Gaia came quite suddenly-like 
a flash of enlightenment. I was in a small room on the top floor of 
a building at the Jet Propulsion Laboratory in Pasadena, Califo!'
nia. It was the autumn of 1965 . . .  and I was talking with a 
colleague, Dian Hitchcock, about a paper we were preparing. . . . 
It was at that moment that I glimpsed Gaia. An awesome thought 
came to me. The Earth's atmosphere was an extraordinary and 
unstable mixture of gases, yet I knew that it was constant in com
position over quite long periods of time. Could it be that life on 
Earth not only made the atmosphere, but also regulated it-keep
ing it at a constant composition, and at a level favorable for organ
isms?59  

The process of self-regulation is  the key to Lovelock's idea. He 
knew from astrophysics that the heat of the sun has increased by 
25 percent since life began on Earth and that, in spite of this 
increase, the Earth's surface temperature has remained constant, at 
a level comfortable for life, during those four billion years. What 
if the Earth were able to regulate its temperature, he asked, as 
well as other planetary conditions-the composition of its atmo
sphere, the salinity of its oceans, and so on-just as living organ-
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isms are able to self-regulate and keep their body temperature and 
other variables constant? Lovelock realized that this hypothesis 
amounted to a radical break with conventional science: 

Consider Gaia theory as an alternative to the conventional wisdom 
that sees the Earth as a dead planet made of inanimate rocks, 
ocean, and atmosphere, and merely inhabited by life. Consider it as 
a real system, comprising all of life and all of its environment 
tightly coupled so as to form a self-regulating entity.60 

The space scientists at NASA, by the way, did not like Love
lock's discovery at all. They had developed an impressive array of 
life-detection experiments for their Viking mission to Mars, and 
now Lovelock was telling them that . there was really no need to 
send a spacecraft to the red planet in search of life. All they 
needed was a spectral analysis of the Martian "atmosphere, which 
could easily be done through a telescope on Earth. Not surpris
ingly, NASA disregarded Lovelock's advice and continued to de
velop the Viking program. Their spacecraft landed on Mars sev
eral years later, and as Lovelock had predicted, it found no trace 
<>f life. 

In 1969, at a scientific meeting in Princeton, Lovelock for the 
first time presented his hypothesis of the Earth as a self-regulating 
system.6 1 Shortly after that a novelist friend, recognizing that 
Lovelock's idea represents the renaissance of a powerful ancient 
myth, suggested the name "Gaia hypothesis" in honor of the 
Greek goddess of the Earth. Lovelock gladly accepted the sugges
tion and in 1972 published the first extensive version of his idea in 
a paper titled "Gaia as Seen through the Atmosphere."62 

At that time Lovelock had no idea how the Earth might regu
late its t<tmperature and the composition of its atmosphere, except 
that he knew that the self-regulating processes had to involve 
organisms in the biosphere. Nor did he know which organisms 
produced which gases. At the same time, however, the American 
microbiologist Lynn Margulis was studying the very processes 
Lovelock needed to understand-the production and removal of 
gases by various organisms, including especially the myriad bacte
ria in the Earth's soil. Margulis remembers that she kept asking, 
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"Why does everybody agree that atmospheric oxygen . . . comes 
from life, but no one speaks about the other atmospheric gases 
coming from life ? "6 3 Soon several of her colleagues recommended 
that she speak to James Lovelock, which led to a long and fruitful 
collaboration that resulted in the full scientific Gaia hypothesis. 

The scientific backgrounds and areas of expertise of James 
Lovelock and Lynn Margulis turned out to be a perfect match. 
Margulis had no problem answering Lovelock's many questions 
about the biological origins of atmospheric gases, while Lovelock 
contributed concepts from chemistry, thermodynamics, and cyber
netics to the emerging Gaia theory. Thus the two scientists were 
able gradually to identify a complex network of feedback loops 
that-so they hypothesized-bring about the self-regulation of the 
planetary system. 

The outstanding feature of these feedback loops is that they 
link together living and nonliving systems. We can no longer 
think of rocks, animals, and plants as being separate. Gaia theory 
shows that there is a tight interlocking between the planet's living 
parts-plants, microorganisms, and animals-and its nonliving 
parts-rocks, oceans, and the atmosphere. 

The carbon dioxide cycle is a good illustration of this point.64 
The Earth's volcanoes have spewed out huge amounts of carbon 
dioxide (C02) for millions of years. Since CO2 is one of the main 
greenhouse gases, Gaia needs to pump it out of the atmosphere; 
otherwise it would get too hot for life. Plants and animals recycle 
massive amounts of CO2 and oxygen in the processes of photosyn
thesis, respiration, and decay. However, these exchanges are al
ways in balance and do not affect the level of CO2 in the atmo
sphere. According to Gaia theory, the excess of carbon dioxide in 
the atmosphere is removed and recycled by a vast feedback loop, 
which involves rock weathering as a key ingredient. 

In the process of rock weathering, rocks combine with rainwa
ter and carbon dioxide to form various chemicals, called carbon
ates. The CO2 is thus taken out of the atmosphere and bound in 
liquid solutions. These are purely chemical processes that do not 
require the participation of life. However, Lovelock and others 
discovered that the presence of soil bacteria vastly increases the 
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Figure 5-4 

Oceanic alga (coccolithophore) with chalk shell. 

rate of rock weathering. In a sense, these soil bacteria act as cata
lysts for the process of rock weathering, and the entire carbon 
dioxide cycle could be viewed as the biological equivalent of the 
catalytic cycles studied by Manfred Eigen. 

The carbonates are then washed down into the ocean, where 
tiny algae, invisible to the naked eye, absorb them and use them to 
make exquisite shells of chalk (calcium carbonate). So the CO2 
that was in the atmosphere has now ended up in the shells of those 
minute algae (figure 5-4). In addition, ocean algae also absorb 
carbon dioxide directly from the air. 

When the algae die, their shells rain down to the ocean floor, 
where they form massive sediments of limestone (another form of 
calcium carbonate). Because of their enormous weight, the lime
stone sediments gradually sink into the mantle of the Earth and 
melt and may even trigger the movements of tectonic plates. 
Eventually some of the CO2 contained in the molten rocks is 
spewed out again by volcanoes and sent on another round in the 
great Gaian cycle. 

The entire cycle-linking volcanoes to rock weathering, to soil 
bacteria, to oceanic algae, to limestone sediments, and back to 
volcanoes-acts as a giant feedback loop, which contributes to the 
regulation of the Earth's temperature. As the sun gets hotter, bac
terial action in the soil is stimulated, which increases the rate of 
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rock weathering. This in turn pumps more CO2 out of the atmo
sphere and thus cools the planet. According to Lovelock and Mar
gulis, similar feedback cycles-interlinking plants and rocks, ani
mals and atmospheric gases, microorganisms and the oceans
regulate the Earth's climate, the salinity of its oceans, and other 
important planetary conditions. 

Gaia theory looks at life in a systemic way, bringing together 
geology, microbiology, atmospheric chemistry, and other disci
plines whose practitioners are not used to communicating with 
each other. Lovelock and Margulis challenged the conventional 
view that those are separate disciplines, that the forces of geology 
set the conditions for life on Earth and that the plants and animals 
were mere passengers who by chance found just the right condi
tions for their evolution. According to Gaia theory, life creates the 
conditions for its own existence. In the words of Lynn Margulis: 

Simply stated, the [Gaia] hypothesis says that the surface of the 
Earth, which we've always considered to be the environment of life, 
is really part of life. The blanket of air-the troposphere-should 
be considered a circulatory system, produced and sustained by life. 
. . . When scientists tell us that life adapts to an essentially pas
sive environment of chemistry, physics, and rocks, they perpetuate 
a severely distorted view. Life actually makes and forms and 
changes the environment to which it adapts. Then that "environ
ment" feeds back on the life that is changing and acting and 
growing in it. There are constant cyclical interactions.65 

At first the resistance of the scientific community to this new 
view of life was so strong that the authors found it impossible to 
publish their hypothesis. Established academic journals, such as 
Science and Nature, turned it down. Finally the astronomer Carl 
Sagan, who served as editor of the journal Icarus, invited Lovelock 
and Margulis to publish the Gaia hypothesis in his journa1.66 It is 
intriguing that of all the theories and models of self-organization, 
the Gaia hypothesis encountered by far the strongest resistance. 
One is tempted to wonder whether this highly irrational reaction 
by the scientific establishment was triggered by the evocation of 
Gaia, the powerful archetypal myth. 
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Indeed, the image of Gaia as a sentient being was the main 
implicit argument for the rejection of the Gaia hypothesis after its 
publication. Scientists expressed it by claiming that the hypothesis 
was unscientific because it was teleological-that is, implying the 
idea of natural processes being shaped by a purpose. "Neither 
Lynn Margulis nor I have ever proposed that planetary self-regu
lation is purposeful," Lovelock protests. "Yet we have met persis
tent, almost dogmatic, criticism that our hypothesis is teleologi-

1 "6 7  ca . 
This criticism harks back to the old debate between mechanists 

and vitalists. While mechanists hold that all biological phenomena 
will eventually be explained in terms of the laws of physics and 
chemistry, vitalists postulate the existence of a nonphysical entity, 
a causal agent directing the life processes that defy mechanistic 
explanations.6 8 Teleology-from the Greek te/os ("purpose")-as
serts that the causal agent postulated by vitalism is purposeful, that 
there is purpose and design in nature. By strenuously opposing 
vitalist and teleological arguments, the mechanists still struggle 
with the Newtonian metaphor of God as a clockmaker. The cur
rently emerging theory of living systems has finally overcome the 
debate between mechanism and teleology. As we shall see, it views 
living nature as mindful and intelligent without the need to as
sume any overall design or purpose.69 

The representatives of mechanistic biology attacked the Gaia 
hypothesis as teleological, because they could not imagine how life 
on Earth could create and regulate the conditions for its own 
existence without being conscious and purposeful. "Are there 
committee meetings of species to negotiate next year's tempera
ture? "  those critics asked with malicious humor.70 

Lovelock responded with an ingenious mathematical model, 
called "Daisyworld." It represents a vastly simplified Gaian sys
tem, in which it is absolutely clear that the temperature regulation 
is an emergent property of the system that arises automatically, 
without any purposeful action, as a consequence of feedback loops 
between the planet's organisms and their environment.7 1 

Daisyworld is a computer model of a planet, warmed by a sun 
with steadily increasing heat radiation and with only two species 

\ '  j 
, i 
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growmg on it-black daisies and white daisies. Seeds of these 
daisies are scattered throughout the planet, which is moist and 
fertile everywhere, but daisies will grow only within a certain 
temperature range. 

Lovelock programmed his computer with the mathematical 
equations corresponding to all these conditions, chose a planetary 
temperature at the freezing point for the starting condition, and 
then let the model run on the computer. "Will the evolution of the 
Daisyworld ecosystem lead to the self-regulation of climate? "  was 
the crucial question he asked himself. 

The results were spectacular. As the model planet warms up, at 
some point the equator becomes warm enough for plant life. The 
black daisies appear first because they absorb heat better than the 
white daisies and are therefore more fit for survival and reproduc
tion. Thus in its first phase of evolution Daisyworld shows a ring 
of black daisies scattered around the equator (figure 5-5). 

Figure 5-5 

The four evolutionary phases of Daisyworld. 

As the planet warms up further, the equator becomes too hot 
for the black daisies to survive and they begin to colonize the 
subtropical zones. At the same time, white daisies appear around 
the equator. Because they are white, they reflect heat and cool 
themselves, which allows them to survive better in hot zones than 
the black daisies. In the second phase, then, there is a ring of white 
daisies around the equator and the subtropical and temperate 
zones are filled with black daisies, while it is still too cold around 
the poles for any daisies to grow. 
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Then the sun gets hotter still and plant life becomes extinct at 
the equator, where it is now too hot even for the white daisies. In 
the meantime white daisies have replaced the black daisies in the 
temperate zones, and black daisies are beginning to appear around 
the poles. Thus the third phase shows the equator bare, the tem
perate zones populated with white daisies, and the zones around 
the poles filled with black daisies with just the pole caps them
selves without any plant life. In the last phase, finally, vast regions 
around the equator and the subtropical zones are too hot for any 
daisies to survive, while there are white daisies in the temperate 
zones and black daisies at the poles. After that it becomes too hot 
on the model planet for any daisies to grow and all life becomes 
extinct. 

These are the basic dynamics of the Daisyworld system. The 
crucial property of the model that brings about self-regulation is 
that the black daisies, by absorbing heat, warm not only them
selves but also the planet. Similarly, while the white daisies reflect 
heat and cool themselves, they also cool the planet. Thus heat is 
.absorbed and reflected throughout the evolution of Daisyworld, 
depending on which species of daisies are present. 

When Lovelock plotted the changes of temperature on the 
planet throughout its evolution, he got the striking result that the 
planetary temperature is kept constant throughout the four phases 
(figure 5-6). When the sun is relatively cold, Daisyworld increases 
its own temperature through heat absorption by the black daisies; 
as the sun gets hotter, the temperature is lowered gradually be
cause of the progressive predominance of heat-reflecting white 
daisies. Thus Daisyworld, without any foresight or planning, "reg
ulates its own temperature over a vast time range by the dance of 
the daisies.'>7 2 

Feedback loops that link environmental influences to the 
growth of daisies, which in turn affect the environment, are an 
essential feature of the Daisyworld model. When this cycle is bro
ken so that there is no influence of the daisies on the environment, 
the daisy populations fluctuate wildly and the whole system goes 
chaotic. But as soon as the loops are closed by linking the daisies 
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Figure 5-6 

Evolution of temperature on Daisyworld: The dashed curve shows 

the rise of temperature with no l ife present; the solid curve shows 

how life maintains a constant temperature; from Lovelock (1 991 ). 

, back to the environment, the model stabilizes and self-regulation 
occurs. 

Since then Lovelock has designed much more sophisticated ver
sions of Daisyworld. Instead of just two, there are many species of 
daisies with varying pigments in the new models; there are models 
in which the daisies evolve and change color; models in which 
rabbits eat the daisies and foxes eat the rabbits; and so on.73 The 
net result of these highly complex models is that the small temper
ature fluctuations that were present in the original Daisyworld 

. model have flattened out, and self-regulation becomes more and 
more stable as the model's complexity increases. In addition, Love
lock put catastrophes into his models, which wipe out 30 percent 
of the daisies at regular intervals. He found that Daisyworld's self
regulation is remarkably resilient under these severe disturbances. 

All these models generated lively discussions among biologists, 
geophysicists, and geochemists, and since they were first published 
the Gaia hypothesis has gained much more respect in the scientific 
community. In fact, there are now several research teams in vari
ous parts of the world who work on detailed formulations of the 
Gaia theoryJ4 
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A n  Early Synthesis 

In the late 1970s, almost twenty years after the key criteria of self
organization were discovered in various contexts, detailed mathe
matical theories and models of self-organizing systems had been 
formulated, and a set of common characteristics became appar
ent-the continual flow of energy and matter through the system, 
the stable state far from equilibrium, the emergence of new pat
terns of order, the central role of feedback loops, and the mathe
matical description in terms of nonlinear equations. 

At that time the Austrian physicist Erich Jantsch, then at the 
University of California at Berkeley, presented an early synthesis 
of the new models of self-organization in a book titled The Self
Organizing Universe, which was based mainly on Prigogine's the
ory of dissipative structures.7 5 Although Jantsch's book is now 
largely outdated, because it was written before the new mathemat
ics of complexity became widely known and because it did not 
include the full concept of autopoiesis as the organization of living 

. systems, it was of tremendous value at the time. It was the first 
book that made Prigogine's work available to a broad audience, 
and it attempted to integrate a large number of then very new 
concepts and ideas into a coherent paradigm of self-organization. 
My own synthesis of these concepts in the present book IS, III a 
sense, a reformulation of Erich Jantsch's earlier work. 



6 

The Mathematics 

of Complexity 

The view of living systems as self-organizing networks whose 
components are all interconnected and interdependent has been 
expressed repeatedly, in one way or another, throughout the his
tory of philosophy and science. However, detailed models of self
organizing systems could be formulated only very recently when 
new mathematical tools became available that allowed scientists to 
model the nonlinear interconnectedness characteristic of networks. 
The discovery of this new "mathematics of complexity" is increas
ingly being recognized as one of the most important events in 
twentieth-century science. 

The theories and models of self-organization described in the 
previous pages deal with highly complex systems involving thou
sands of interdependent chemical reactions. Over the past three 
decades a new set of concepts and techniques for dealing with that 
enormous complexity has emerged, one that is beginning to form 
a coherent mathematical framework. As yet there is no definitive 
name for this new mathematics. It is popularly known as "the 
mathematics of complexity" and technically as "dynamical systems 
theory," "systems dynamics," "complex dynamics," or "nonlinear 
dynamics." The term "dynamical systems theory" is perhaps the 
one most widely used. 
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To avoid confusion it is useful to keep in mind that dynamical 
systems theory is not a theory of physical phenomena but a mathe
matical theory whose concepts and techniques are applied to a 
broad range of phenomena. The same is true for chaos theory and 
the theory of fractals, which are important branches of dynamical 
systems theory. 

The new mathematics, as we shall see in detail, is one of rela
tionships and patterns. It is qualitative rather than quantitative 
and thus embodies the shift of emphasis that is characteristic of 
systems thinking-from objects to relationships, from quantity to 
quality, from substance to pattern. The development of large 
high-speed computers has played a crucial role in the new mastery 
of complexity. With their help mathematicians are now able to 
solve complex equations that had previously been intractable and 
to trace out the solutions as curves in a graph. In this way they 
have discovered new qualitative patterns of behavior of those com
plex systems, a new level of order underlying the seeming chaos. 

Classical Science 

To appreciate the novelty of the new mathematics of complexity it 
is instructive to contrast it with the mathematics of classical sci
ence. Science in the modern sense of the term began in the late 
sixteenth century with Galileo Galilei, who was the first to carry 
out systematic experiments and use mathematical language to for
mulate the laws of nature he discovered. At that time science was 
still called "natural philosophy," and when Galileo said "mathe
matics" he meant geometry. "Philosophy," he wrote, "is written in 
that great book which ever lies before our eyes; but we cannot 
understand it if we do not first learn the language and characters 
in which it is written. This language is mathematics, and the 
characters are triangles, circles, and other geometric figures."] 

Galileo inherited this view from the philosophers of ancient 
Greece, who tcnded to geometrize all mathematical problems and 
to seek answers in terms of geometrical figures. Plato's Academy 
in Athens, the principal Greek school of science and philosophy 
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for nine centuries, is said to have had a sign above its entrance, 
"Let no one enter here who is unacquainted with geometry." 

Several centuries later a very different approach to solving 
mathematical problems, known as algebra, was developed by Is
lamic philosophers in Persia, who in turn had learned it from 
Indian mathematicians. The word is derived from the Arabic a/

jabr ("binding together") and refers to the process of reducing the 
number of unknown quantities by binding them together in equa
tions. Elementary algebra involves equations in which lcttcrs�by 
convention taken from the beginning of the alphabet-stand for 
various constant numbers. A well-known example, which most 
readers will remember from their school years, is this equation: 

(a + b)' = a' + 2ab + b' 

Higher algebra involves relationships, called "functions," among 
unknown variable numbers, or "variables," which are denoted by 
letters taken by convention from the end of the alphabet. For 
example, in the equation 

y = x + l  

the variable y is said to he "a function of x," which is written in 
mathematical shorthand as y = f(x). 

At the time of Galileo, then, there were two different ap
proaches to solving mathematical problems, geometry and algebra, 
which came from different cultures. These two approaches were 
unified by Rene Descartes. A generation younger than Galileo, 
Descartes is usually regarded as the founder of modern philoso
phy, and he was also a brilliant mathematician. Descartes's inven
tion of a method to make algebraic formulas and equations visible 
as geometric shapes was the greatest among his many contribu
tions to mathematics. 

The method, now known as analytic geometry, involves Carte
sian coordinates, the coordinate system invented by Descartes and 
named after him. For example, when the relationship between the 
two variables x and y in our previous example, the equation y = 
x + 1 ,  is pictured in a graph with Cartesian coordinates, we see 
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x 

Graph corresponding to the equation y = x + 1 .  For any point on 

the straight line the value of the y-coordinate is always one unit 

more than that of the x-coordinate. 

that it corresponds to a straight line (figure 6-1). This is why 
equations of this type arc called "linear" equations. 

Similarly, the equation y = x' is represented by a parabola (fig
ure 6-2). Equations of this type, corresponding to curves in the 
Cartesian grid, are called "nonlinear" equations. They have the 
distinguishing feature that one or several of their variables are 
squared or raised to 'higher powers. 

Differential Equations 

With Descartes's new method, the laws of mechanics that Galileo 
had discovered could he expressed either in algebraic form as 
equations or in geometric form as visual shapes. However, there 
was a major mathematical problem, which neither GaWeo nor 
Descartes nor any of their contemporaries could solve. They were 
unable to write down an equation describing the movement of a 
body at variable speed, accelerating or slowing down. 
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Figure 6-2 
Graph corresponding to the equation y = x2• For any point on the 

parabola the y-coordinate is equal to the square of the 

x-coordinate. 

To understand the problem, let us consider two moving bodies, 
one traveling with constant speed, the other accelerating. If we 
plot their distance against time, we obtain the two graphs shown 
in figure 6-3. In the case of the accelerating body, the speed 
changes at every instant, and this is something Galileo and his 
contemporaries could not express mathematically. In other words, 
they were unable to calculate the exact speed of the accelerating 
body at a given time. 

This was achieved a century later by Isaac Newton, the giant of 
classical science, and around the same time by the German philos
opher and mathematician Gottfried Wilhelm Leibniz. To solve 
the problem that had plagued mathematicians and natural philos
ophers for centuries, Newton and Leibniz independently invented 
a new mathematical method, which is now known as calculus and 
is considered the gateway to "higher mathematics." 
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Figure 6-3 
Graphs showing the motion of two bodies, one moving at 

constant speed, the other accelerating. 
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To sec how Newton and Leibniz tackled the problem is very 
instructive and does not require any technical language. We all 
know how to calculate the speed of a moving body if it remains 
constant. If you drive 20 mph, this means that in one hour you 
will cover a distance of twenty miles, in two hours forty miles, and 
so on. Therefore, to obtain the speed of the car you simply divide 
the distance (e.g., forty miles) by the time it took you to cover that 
distance (e.g., two hours). In our graph this means that we have to 
divide the difference between two distance coordinates by the dif� 
ference between two time coordinates, as shown in figure 6-4. 

When the speed of the car varies, as it does in any real situation, 
of course, you will have driven more or less than twenty miles 
after one hour, depending on how often you accelerated and 
slowed down. How can we calculate the exact speed at a particular 
time in such a case? 

Here is how Newton did it. He said, first let us calculate (in the 
example of accelerating motion) the approximate speed between 
two points by replacing the curve between them by a straight line. 
As shown in figure 6-5 the speed is again the ratio between 
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(d2 - d}) and (t2 - t}). This will not be the exact speed at either of 
the two points, but if we make the distance between them small 
enough, it will be a good approximation. 

Distance 

--+---------------�------�----------� Time 

Figure 6-4 
To calculate a constant speed, divide the difference between 
distance coordinates (d2-d,) by the difference between time 

coordinates (12-1,). 

Distance 

--+--------------�----�------------__ Time 

Figure 6-5 
Calculaling Ihe approximate speed belween Iwo poinls in Ihe case 

of acceleraling motion. 
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And then Newton said, now let's shrink the triangle, which is 

formed by the curve and the coordinate differences, by moving the 
two points on the curve closer and closer together. As we do so, 
the straight line between the two points will come closer and 
closer to the curve, and the error in calculating the speed between 
the two points will be smaller and smaller. Finally, when we reach 
the limit of infinitely small differences-this is the crucial step!-the 
two points on the curve merge into one, and we get the exact 
speed at that point. Geometrically the straight line will then be a 
tangent to the curve. 

To shrink this triangle to zero mathematically and calculate the 
ratio between two infinitely small differences is far from trivial. 
The precise definition of the limit of the infinitely small is the crux 
of the entire calculus. Technically an infinitely small difference is 
called a "differential," and the calculus invented by Newton and 
Leibniz is therefore known as differential calculus. Equations in
volving differentials are called differential equations. 

For science, the invention of the differential calculus was a giant 
step. For the first time in human history the concept of the infinite, 
which had intrigued philosophers and poets from time immemo
rial, was given a precise mathematical definition, which opened 
countless new possibilities for the analysis of natural phenomena. 

The power of this new analytical tool can be illustrated with the 
celebrated paradox of Zeno from the early Eleatic school of Greek 
philosophy. According to Zeno, the great athlete Achilles can never 
catch up with a tortoise in a race in which the tortoise is granted an 
initial lead. For when Achilles has completed the distance corre
sponding to that lead, the tortoise will have covered a farther 
distance; while Achilles covers that, the tortoise will have advanced 
again; and so on to infinity. Although the athlete's lag keeps de
creasing, it will never disappear. At any given moment the tortoise 
will always be ahead. Therefore, Zeno concluded, Achilles, the 
fastest runner of antiquity, can never catch up with the tortoise. 

Greek philosophers and their successors argued about this para
dox for centuries, but they could never resolve it because the exact 
definition of the infinitely small eluded them. The flaw in Zeno's 
argument lies in the fact that even though it will take Achilles an 
infinite number of steps to reach the tortoise, this does not take an 
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infinite time. With the tools of Newton's calculus it is easy to show 
that a moving body will run through an infinite number of infi
nitely small intervals in a finite time. 

In the seventeenth century Isaac Newton used his calculus to 
describe all possible motions of solid bodies in terms of a set of 
differential equations, which have been known as "Newton's 
equations of motion" ever since. This feat was hailed by Einstein 
as "perhaps the greatest advance in thought that a single individ
ual was ever privileged to make."2 

Facing Complexity 

During the eighteenth and nineteenth centuries the Newtonian 
equations of motion were cast into more general, more abstract, 
and more elegant forms by some of the greatest minds in the 
history of mathematics. Successive reformulations by Pierre 
Laplace, Leonhard Euler, Joseph Lagrange, and William Hamil
ton did not change the content of Newton's equations, but their 
increasing sophistication allowed scientists to analyze an ever
broadening range of natural phenomena. 

Applying his theory to the movement of the planets, Newton 
himself was able to reproduce the basic features of the solar sys
tem, though not its finer details. Laplace, however, refined and 
perfected Newton's calculations to such an extent that he suc
ceeded in explaining the motion of the planets, moons, and comets 
down to the smallest details, as well as the flow of the tides and 
other phenomena related to gravity. 

Encouraged by this brilliant success of Newtonian mechanics in 
astronomy, physicists and mathematicians extended it to the mo
tion of fluids and to the vibrations of strings, bells, and other 
elastic bodies, and again it worked. These impressive successes 
made scientists of the early nineteenth century believe that the 
universe was indeed a large mechanical system running according 
to the Newtonian laws of motion. Thus Newton's differential 
equations became the mathematical foundation of the mechanistic 
paradigm. The Newtonian world machine was seen as being com
pletely causal and deterministic. All that happened had a definite 
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cause and gave rise to a definite effect, and the future of any part 
of the system could-in principle-be predicted with absolute cer
tainty if its state at any time waS known in all details. 

In practice, of course, the limitations of modeling nature 
through Newton's equations of motion soon became apparent. As 
the British mathematician Ian Stewart points out, "To set up the 
equations is one thing, to solve them quite another."3 Exact solu
tions were restricted to a few simple and regular phenomena, 
while the complexity of vast areas of nature seemed to elude all 
mechanistic modeling. For example, the relative motion of tWi, 
bodies under the force of gravity could be calculated precisely; tha 
of three bodies was already too difficult for an exact solution; and 
when it came to gases with millions of particles, the situation 
seemed hopeless. 

On the other hand, for a long time physicists and chemists had 
observed regularities in the behavior of gases, which had been 
formulated in terms of so-called gas laws-simple mathematical 
relations among the temperature, volume, and pressure of a gas. 
How could this apparent simplicity be derived from the enormous 
complexity of the motion of the individual molecules? 

In the nineteenth century the great physicist James Clerk Max
well found an answer. Even though the exact behavior of the 
molecules of a gas could not be determined, Maxwell argued that 
their average behavior might give rise to the observed regularities. 
Hence Maxwell proposed to use statistical methods to formulate 
the laws of motion for gases: 

The smallest portion of matter which we can subject to experi
ment consists of millions of molecules, none of which ever becomes 
individually sensible to us. We cannot, therefore, ascertain the ac
tual motion of any of these molecules; so we are obliged to aban
don the strict historical method, and to adopt 'the statistical method 
of dealing with large groups of molecules.4 

Maxwell's method was indeed highly successful. It enahled 
physicists immediately to explain the basic properties of a gas in 
terms of the average behavior of its molecules. For example, it 
became clear that the pressure of a gas is the force caused by the 
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molecules' average push,5 while the temperature turned out to be 
proportional to their average energy of motion. Statistics and 
probability theory, its theoretical basis, had been developed since 
the seventeenth century and could readily be applied to the theory 
of gases. The combination of statistical methods with Newtonian 
mechanics resulted in a new branch of science, appropriately 
called "statistical mechanics," which became the theoretical foun
dation of thermodynamics, the theory of heat. 

Nonlinearity 

Thus, by the end of the nineteenth century scientists had devel-
1/ oped two different mathematical tools to model natural phenom-)1 ena-exact, deterministic equations of motion for simple systems; .J and the equations of thermodynamics, based on statistical analysis 

of average quantities, for complex systems. 

WI' 

Although these two techniques were quite different, they had 
one thing in common. They hoth featured linear equations. The 
Newtonian equations of motion are very general, appropriate for 
both linear and nonlinear phenomena; indeed, every now and then 
nonlinear equations were formulated. But since these were usually 
too complex to be solved, and because of the seemingly chaotic 
nature of the associated physical phenomena-such as turbulent 
flows of water an.\lair-scientists generally avoided the study of 
nonlinear s..ystem� 

So, whenever nonlinear equations appeared, they were immedi
ately "linearized"-in other words, replaced by linear approxima
tions. Thus instead of describing the phenomena in their full 
complexity, the equations of classical science deal with small oscilla
tions, shallow waves, small changes of temperature, and so forth. As 
Ian Stewart observes, this habit became so ingrained that many 
equations were linearized while they were being set up. so that the 
science textbooks did not even include the full nonlinear versions. 
Consequently most scientists and engineers came to believe that 
virtually all natural phenomena could be described hy linear equa
tions. "As the world was a clockwork for the eighteenth century, it 
was a linear world for the 19th and most of the 20th century.'" 

l 
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The decisive change over the last three decades has been to 
recognize that nature, as Stewart puts it, is "relentlessly non
linear." Nonlinear phenomena dominate much more of the inani
mate world than we had thought, and they are an essential aspect 
of the network patterns of living systems. Dynamical systems the
ory is the first mathematics that enables scientists to deal with the 
full complexity of these nonlinear phenomena. 

The exploration of nonlinear systems over the past decades has 
had a profound impact on science as a whole, as it has forced us to 
reevaluate some very basic notions about the relationships between 
a mathematical model and the phenomena it describes. One of 
those notions concerns our understanding of simplicity and com
plexity. 

In the world of linear equations we thought we knew that 
systems described by simple equations behaved in simple ways, 
while those described by complicated equations behaved in com
plicated ways. In the nonlinear world-which includes most of 
the real world, as we begin to discover-simple deterministic 
equations may produce an unsuspected richness and variety of 
behavior. On the other hand, complex and seemingly chaotic be
havior can give rise to ordered structures, to subtle and beautiful 
patterns. In fact, in chaos theory the term "chaos" has acquired a 
new technical meaning. The behavior of chaotic systems is not 
merely random but shows a deeper level of patterned order. As we 
shall see below, the new mathematical techniques enable us to 
make these underlying patterns visible in distinct shapes. 

Another important property of nonlinear equations that has 
been disturbing to scientists is that exact prediction is often impos
sible, even though the equations may be strictly deterministic. We 
shall see that this striking feature of nonlinearity has brought 
about an important shift of emphasis from quantitative to qual ita
ive analysis. 

Feedback and Iterations 

The third important property of nonlinear systems is a conse
quence of the frequent occurrence of self-reinforcing feedback 
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processes. I n  linear systems small changes produce small effects, 
and large effects are due either to large changes or to a sum of 
many small changes. In nonlinear systems, by contrast, small 
changes may have dramatic effects because they may be amplified 
repeatedly by self-reinforcing feedback. Such nonlinear feedback 
processes are the basis of the instabilities and the sudden emer
gence of new forms of order that ' are so characteristic of self.
organization. 

Mathematically a feedback loop corresponds to a special kind of 
nonlinear process known as iteration (Latin for "repetition"), in 
which a function operates repeatedly on itself. For example, if the 
function consists in multiplying the variable x by 3-i.e., f(x) = 

3x-the iteration consists in repeated multiplications. In mathe
matical shorthand this is written as follows: 

x -7 3x 
3x -7 9x 

9x -7 27x 
etc. 

Each of these steps is called a "mapping." If we visualize the 
variable x as a line of numbers, the operation x ---7 3x maps each 
number to another number on the line. More generally, a map
ping that consists III multiplying x by a constant number k is 
written like this: 

x -7 kx 

An iteration found often in nonlinear systems, which is very 
simple and yet produces a wealth of complexity, is the mapping 

x -7 kx(I - x) 

where the variable x is restricted to values between 0 and 1 .  This 
mapping, known to mathematicians as "logistic mapping," has 
many important applications. It is used by ecologists to describe 
the growth of a population .under opposing tendencies and is 
therefore also known as the "growth equation."s 

Exploring the iterations of various logistic mappings is a fasci
nating exercise, which can easily be carried out with a small 

r 
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pocket calculator.9 To see the essential feature of these iterations, 
· let us choose again the value k = 3: 

x � 3x(l - x) 

The variable x can be visualized as a line segment running from 0 
to 1 ,  and it is easy to calculate the mappings for a few points, as 
follows: 

o � 0(1 - 0) = 0 
0.2 � 0.6 ( l  - 0.2) = 0.48 
0.4 � 1.2 (1 - 0.4) = 0.72 
0.6 � 1 .8 ( l  - 0.6) = 0.72 
0.8 � 2.4 (1 - 0.8) = 0.48 
1 � 3(1 - 1) = 0 

When we mark these numbers on two line segments, we see 
that numbers between 0 and 0.5 are mapped to numbers between 
o and 0.75. Thus 0.2 becomes 0.48, and 0.4 becomes 0.72. Numbers 
between 0.5 and 1 are mapped to the same segment but in reverse 
order. Thus 0.6 becomes 0.72, and 0.8 becomes 0.48. The overall 
effect is shown in figure 6-6. We see that thc mapping stretches 
the segment so that it covers the distance from 0 to 1 .5 and then 
folds it back over itself, resulting in a segment running from 0 to 
0.75 and back. 

An iteration of this mapping will result in repeated stretching 
and folding operations, much like a baker stretches and folds a 
dough over and over again. The iteration is therefore called, very 
aptly, the "baker transformation." As the stretching and folding 
proceeds, neighboring points on the line segment will be moved 
farther and farther away from each other, and it is impossible to 
predict where a particular point will end up after many iterations. 

0.0 0.48 0.72 

----+ : : > 0.0 0.2 0.4 0.6 0.8 1 .0 
0.0 0.48 0.72 

Figure 6-6 
The logistic mapping, or "baker transformation." 

J 
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Even the most powerful computers round off their calculations 
at a certain number of decimal points, and after a sufficient num
ber of iterations even the most minute round-off errors will have 
added up to enough uncertainty to make predictions impossible. 
The baker transformation is a prototype of the nonlinear, highly 
complex, and unpredictable processes known technically as chaos. 

Poincare and the Footprints of Chaos 

Dynamical systems theory, the mathematics that has made it pos
sible to bring order into chaos, was developed very recently, but its 
foundations were laid at the turn of the century by one of the 
greatest mathematicians of the modern era', Jules Henri Poincare. 
Among all the mathematicians of this century, Poincare was the 
last great generalist. He made innumerable contributions in virtu
ally all branches of mathematics. His collected works run into 
several hundred volumes. 

From the vantage point of the late twentieth century we can see 
that Poincare's greatest contribution was to bring visual imagery 
back into mathematics. 1 0  From the seventeenth century on, the 
style of European mathematics had shifted gradually from geome
try, the mathematics of visual shapes, to algebra, the mathematics 
of fornlulas. Laplace, especially, was one of the great formalizers 
who boasted that his Analytical Mechanics contained no pictures. 
Poincare reversed that trend, breaking the stranglehold of analysis 
and formulas that had become ever more opaque and turning 
once again to visual patterns. 

Poincare's visual mathematics, however, is not the geometry of 
Euclid. It is a geometry of a new kind, a mathematics of patterns 
and relationships known as topology. Topology is a geometry in 
which all lengths, angles, and areas can be "llIstarted at wi!!: Thus 
atriangle can be transformed continuously into a rectangle, the 
rectangle into a square, the square into a circle. Similarly a cube 
can be transformed into a cylinder, the cylinder into a cone, the 
cone into a sphere. Because of these continuous transformations, 
topology is known popularly as ",ubber sheet geometry." All fig
ures that can be transformed into each other by continuous bend
ing, stretching, and twisting are called "

_�
pological1y equivalent." 
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However, not everything is changeable by these topological 
transformations. In fact, topology is concerned precisely with those 
properties of geometric figures that do not change when the fig- II ures are transformed. Intersections of lines, for example, remain 
intersections, and the hole in a torus (doughnut) cannot be trans
formed away. Thus a doughnut may be transformed topologically 
into a coffee cup (the hole turning into a handle) but never into a 
pancake. Topology, theg. is really a mathematics of relationships, 
of unchangeable, or "invariant," patterns. 

Poincare used topological concepts to analyze the qualitative 
features of complex dynamical problems and, in doing so, laid the 
foundations for the mathematics of complexity that would emerge 
a century later. Among the problems Poincare an.alyzed in this 
way was the celebrated three-body problem in celestial mechan
ics-the relative motion of three bodies under their mutual gravi
tational attraction-which nobody had been able to solve. I I By 
applying his topological method to a slightly simplified three-body 
problem, Poincare was able to determine the general shape of its 
trajectories and found it to be of awesome complexity: 

When one tries to depict the figure formeo by these two curves 
and their infinity of intersections . . .  [one finds that) these inter
sections form a kind of net, web, or infinitely tight mesh; neither 
of the two curves can ever cross itself, but must fold back on itself 
in a very complex way in order to cross the links of the web 
infinitely many times. One is struck with the complexity of this 
figure that I am not even attempting to draw.1 2 

What Poincare pictured in his mind is now called a "strange 
attractor." In  the words of Ian Stewart, "Poincare was gazing at 
the footprints of chaos."l ; 

By showing that simple deterministic equations of motion can 
produce unbelievable complexity tbat defies all attempts at predic
tion, Poincare challenged the very foundations of Newtonian me
chanics. However, because of a quirk of history, scientists at the 
turn of the century did not take up this challenge. A few years after 
Poincare published his work on the three-body problem, Max 
Planck discovered energy quanta and Albert Einstein published his 
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special theory of relativity. l4  For the next half century physicists 
and mathematicians were fascinated with the revolutionary devel
opments in quantum physics and relativity theory, and Poincare's 
groundbreaking discovery moved backstage. It was not until the 
1960s that scientists stumbled again into the complexities of chaos. 

Trajectories in Abstract Spaces 

The mathematical techniques that have enabled researchers dur
ing the past three decades to discover ordered patterns in chaotic 
systems are based on Poincare's topological approach and are 
closely linked to the development of computers. With the help of 
roday's high-speed computers, scientists can solve nonlinear equa
tions by techniques that were not available before. These powerful 
computers can easily trace out the complex trajectories that Poin
care did not even attempt to draw. 

As most readers will remember from school, an equation is 
solved by manipulating it until you get a final formula as the 
solution. This is called solving the equation "analytically." The 
result is always a formula. Most nonlinear equations describing 
natural phenomena arc too difficult to be solved analytically. But 
there is another way, which is called solving the equation "numer
ically." This involves trial and error. You try out various combina
tions of numbers for the variables until you find the ones that fit 
the equation. Special techniques and tricks have been developed 
for doing this efficiently, but for most equations the process is 
extremely cumbersome, takes a long time, and gives only very 
rough, approximate solutions. 

All this changed when the new powerful computers arrived on 
the scene. Now we have programs for numerically solving an 
equation in extremely fast and accurate ways. With the new meth
ods nonlinear equations can be solved to any degree of accuracy. 
However, the solutions are of a very different kind. The result is 
not a formula, but a large collection of values for the variables that 
satisfy the equation, and the computer can be programmed to 
trace out the solution as a curve, or set of curves, in a graph. This 
technique has enabled scientists to solve the complex nonlinear 
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equations associated with chaotic phenomena and to discover or
der beneath the seeming chaos. 

To reveal these ordered patterns, the variables of a complex 
system are displayed in an abstract mathematical space called 
"phase space." This is a well-known technique that was developed 
in thermodynamics at the turn of the century.IS  Every variable 0U 
the system is associated with a different coordinate in this abstract 
space. Let us illustrate this with a very simple example, a bal 
swinging back and forth on a pendulum. To describe the pendu
lum's motion completely, we need two variables: the angle, which 
can be positive or negative, and the velocity, which can again be 
positive or negative, depending on the direction of the swing. 
With these two variables, angle and velocity, we can describe the 
state of motion of the pendulum completely at any moment. 

If we now draw a Cartesian coordinate system, in which one 
coordinate is the angle and the other the velocity (see figure 6-7), 
this coordinate system will span a two-dimensional space in which 
c,ertain points correspond to the possihle states of motion of the 
pendulum. Let us see where these points are. At the extreme 
elongations the velocity is zero. This gives us two points on the 
horizontal axis. At the center, where the angle is zero, the velocity 
is at its maximum, either positive (swinging one way) or negative 

Velocity 

--*-----+------><_Angle 

Figure 6-7 
The two-dimensional phase space of a pendulum. 
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(swinging the other way). This gives us two points on the vertical 
axis. Those four points in phase space, which we have marked in 
figure 6-7, represent the extreme states of the pendulum-maxi
mum elongation and maximum velocity. The exact location of 
these points will depend on our units of measurement. 

I f  we were to go on and mark the points corresponding to the 
states of motion among the four extremes, we would find that they 
lie on a closed loop. We could make it a circle by choosing our 
units of measurement appropriately, but in general it will be some 
kind of an ellipse (figure 6-8). This loop is called the pendulum's 
trajectory in phase space. I t  completely describes the system's mo
tion. All the variables of the system (two in our simple case) are 
represented by a single point, which will always be somewhere on 
this loop. As the pendulum swings back and forth, the point in 
phase space will go around the loop. At any moment we can 
measure the two coordinates of the point in phase space, and we 
will know the exact state-angle and velocity---Qf the system. 
Note that this loop is not in any sense a trajectory of the ball on 
the pendulum. It is a curve in an abstract mathematical space, 
composed of the system's two variables. 

So this is the.phase-space technique. The variables of the system 
are pictured in an abstract space, in Which a single point describes 1 

Velocity 

--+----+----+---Angle 

Figure 6-8 
Trajectory of the pendulum in phase space . 
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trajectory in phase space-a closed loop in our example. When the , 
system is not a simple pendulum but much morc complicated, it 1 
will have many more variables, but the technique is still the same. I 

Each variable is represented by a coordinate in a different dimen- ( 
sian in phase space. I f  there are sixteen variables, we will have a 
sixteen-dirnensional space. A single point in that space will de
scribe the state of the entire system completely, because this single 
point has sixteen coordinates, each corresponding to one of the 
system's sixteen variables. 

Of course, we cannot visualize a phase space with sixteen di- lf 
mens ions; this is why it is called an abstra.ct mathematical space. 
Mathematicians don't seem to have any problems with such ab
stractions. They are just as comfortable in spaces that cannot be 
visualized. At any rate, as the system changes, the point represent
ing its state in phase space will move around in that space, tracing 
out a trajectory. Different initial states of the system correspond to 
different starting points in phase space and will, in general, give 
rise to different trajectories. 

Velocity 

-�I--I�-t=-,C:::;::t=�-=+-�r-+-=\--Angle 

Figure 6-9 
Phase space trajectory of a pendulum with friction. 

Strange Attractors 

Now let us return to our pendulum and notice that it was an 
idealized pendulum without friction, swinging hack and forth in 
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perpetual motion. This is a typical example of classical physics, 
where friction is generally neglected. A real pendulum will always 
have some friction that will slow it down so that, eventually, it 
will come to a halt. In the two-dimensional phase space this mo
tion is represented by a curve spiraling inward toward the center, 
as shown in figure 6-9. This trajectory is called an "attractor," 
because mathematicians say, metaphorically, that the fixed point at 
the center of the coordinate system "attracts" the trajectory. The 
metaphor has been extended to include closed loops, such as the 
one representing the frictionless pendulum. A dosed-loop trajec
tory is called a "periodic attractor ," whereas the trajectory spiral
ing inward is c;lIed a "point attractor." 

Over the past twenty years the phase-space technique has been 
used to explore a wide variety of complex systems. In case after 
case scientists and mathematicians would set up nonlinear equa
tions, solve them numerically, and have computers trace out the 
solutions as trajectories in phase space. To their great surprise 
these researchers discovered that there is a very limited number of 
different amactors. Their shapes can be classified topologically, 
and the general dynamic properties of a system can be deduced 
from the shape of its attractor. 

\11· There are three basic types of attractors: point attractors, corre
sponding to syst�ms reachi�g � stab!e e�uilibrium; periodic attrac

, tors, correspondmg to periodIC oSCillatIOns; and so-called strange 
attractors, corresponding to chaotic systems. A typical example of 
a system with a strange attractor is the "chaotic pendulum," stud-
ied first by the Japanese mathematician Yoshisuke Veda in the late 
1 970s. It is a nonlinear electronic circuit with an external drive, 
which is relatively simple but produces extraordinarily complex 
behavior.1 6 Each swing of this chaotic oscillator is unique. The 
system never repeats itself, so that each cycle covers a new region 
of phase space. However, in spite of the seemingly erratic motion, 
the points in phase space are not randomly distributed. Together 
they form a complex, highly organized pattern-a strange attrac
ror, which now bears Veda's name. 

The Veda attractor is a trajectory in a two-dimensional phase 
space that generates patterns that almost repeat themselves, but 
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Figure 6-10 

The Ueda attraetor; from Ueda et al. (1993). 

not quite. This is a typical feature of all chaotic systems. The 
picture shown in figure 6- 1 0  contains over one hundred thousand 

points. It may be visualized as a cut through a piece of dough that 

has been repeatedly stretched out and folded back on itself. Thus 
we see that the mathematics underlying the Veda attractor is that 

of the "baker transformation." 
One striking fact about strange attractors is that they tend to be /' 

of very low dimensionality, even in a high-dimensional phase 
space. For example, a system may have fifty variables, but its 
motion may be restricted to a strange attractor of three dimen

sions, a folded surface in that fifty-dimensional space. This, of 
course, represents a high degree of order. 

Thus we see that chaotic behavior, in the new scientific sense of 
the term, is very different from random, erratic motion. With the 
help of strange attractors a distinction can be made between nlere 
randomness, or "noise," and chaos. Chaotic behavior is determin-
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is tic and patterned, and strange attractors allow us to transform 
the seemingly random data into distinct visible shapes. 

The "Butterfly Effect" 

As we have seen in the case of the baker transformation, chaotic 
systems are characterized by extreme sensitivity to initial condi
tions. Minute changes in the system's initial state will lead over 
time to large-scale consequences. In chaos theory this is known as 
the "butterfly effect" because of the half�joking assertion that a 
butterfly stirring the air today in Beijing can cause a storm in New 
York next month. Thc butterfly effect was discovered in the early 
1960s by the meteorologist Edward Lorent, who designed a sim
ple model of weather conditions consisting of three coupled non
linear equations. He found that the solutions to his equations were 
extremely sensitive to the initial conditions. From virtually the 
same starting point, two trajectories would develop in completely 
different ways, making any long-range prediction impossible, I 7  

This discovery scnt shock waves through the scientific commu
nity, which was used to relying on deterministic equations for 
predicting phenomena such as solar eclipses or the appearance of 
comets with great precision over long spans of time. It seemed 
inconceivable that strictly deterministic equations of motion 
should lead to unpredictable results. Yet this was exactly what 
Lorenz had discovered. In his own words: 

The average person, seeing that we can predict tides pretty well a 
few months ahead, would say, why can't we do the same thing 
with the atmosphere, it's just a different fluid system, the laws are 
about as complicated. But r realized that any physical system that 
behaved nonperiodically would be unpredictable, l !!  

The Lorenz model is not a realistic representation of a particu
lar weather phenomenon, but it is a striking example of how a 
simple set of nonlinear equations�enerate enormously com
plex behavior. Its publication in � marked the beginning of 
chaos theory, and the model's attractor, known as the Lorenz 
attractor ever since, became the most celebrated and most widely 



T H E  M A T H E M A T I C S  O F  C O M P L E X I T Y  135 

studied strange attractor. Whereas the Ueda attractor lies in two 
dimensions, the Lorenz attractor is three-dimensional (figure 
6-1 1). To trace it out, the point in phase space moves in an appar
ently random manner with a few oscillations of increasing ampli
tude around one point, followed by a few osci1lations around a 
second point, then suddenly moving back again to oscillate around 
the first point, and so on. 

z 

--------J���---y 
Figure 6-1 1  

The Lorenz attractor; from Mosekilde et al. (1 994). 

From Quantity to Quality 

The impossibility of predicting which point in phase space the } 
trajectory of the Lorenz attractor will pass through at a certain 
time, even though the system is governed by deterministic equa
tions, is a common feature of all chaotic systems. However, this 
docs not mean that chaos theory is not capable of any predictions. 
We can still nlake very accurate predictions, but they concern the 
qualitative features of the system's behavior rather than the precise 
values of its variables at a particular time. The new mathematics 
thus represents a shift from quantity to quality that is characteris
tic of systems thinking in general. Whereas conventional mathe- Wil 
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maries deals with quantities and formulas, dynamical systems the
ory deals with quality and pattern. 

Indeed, the analysis of nonlinear systems in terms of the topo
logical features of their attractors is known as "qualitative analy
sis." A nonlinear system can have several attractors, which may be 
of different types, both "chaotic," or "strange," and nonchaotic. 
All trajectories starting within a certain region of phase space will 
lead sooner or later to the same attractor. This region is called the 
"basin of attraction" of that attractor. Thus the phase space of a 
rionhnear system "Ts'" partitioned into several basins of attraction, 
each embedding its separate attractor. 

The qualitative analysis of a dynamic system, then, consists in 
identifying the system's attractors and basins of attraction and 
classifying them in terms of their topological characteristics. The 
result is a dynamical picture of the entire system, called the "phase 
portrait." The mathematical methods for analyzing phase por
traits are based on the pioneering work of Poincare and were 
further developed and refined by the American topologist Stephen 
Smale in the early 1960s.19 

-

• Smale used his technique not only to analyze systems described 
by a given set of nonlinear equations, but also to study how those 
systems behave under small alterations of their equations. As the 
parameters of the equations change slowly, the phase portrait-for 
example, the shapes of its attractors and basins of attraction-will 
usually go through corresponding smooth alterations without any I I changes in its basic characteristics. Smale used the tenn "�tructur
ally stable" to describe such systems, in which small changes in the 
equations leave unchanged the basic character of the phase portrait. 

In many nonlinear systems, however, small changes of certain 
parameters may produce dramatic changes in the basic character
istics of the phase portrait. Attractors may disappear or change 
into one another, or new attractors may suddenly appear. Such 
systems are said to be structurally unstable, and the critical points 
of instability are called "bifurcation points," because they are 
points in the system's evolution where a fork suddenly appears 
and the systern branches off in a new direction. Mathematically 
bifurcation points mark sudden changes in the system's phase por-
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trait. Physically they correspond to points of instability at which 
the system changes abruptly and new forms of order suddenly I appear. As Prigogine has shown, such instabilities can occur only 
in open systems operating far from equilibrium.2o 

As there are only a small number of different types of attrac
tors, so too are there only a small number of different types of 
bifurcation events; and like the attractors, the bifurcations can be 
classified topologically. One of the first to do so was the French 
mathematician Rene Thorn in the 1 970s, who used the term "ca
tastrophes" instead of "bifurcations" and identified seven elemen
tary catastrophes.2 1 Today mathematicians know about three 
times as many bifurcation types. Ralph Abraham, professor of 
mathematics at the University of California at Santa Cruz, and 
graphic artist Christopher Shaw have created a series of visual 
mathematics books without any equations or formulas, which they 
see as the beginning of a complete encyclopedia of bifurcations." 

Fractal Geometry 

While the first strange attractors were explored during the 1960s 
and 1970s, a new geometry, called "fractal geometry," was in
vented independently of chaos theory, which would provide a 
powerful mathematical language to describe the fine-scale struc
ture of chaotic attractors. The author of this new language is the 
French mathematician Benoit Mandelbrot. In the late 1950s 
Mandelbrot began to study the geometry of a wide variety of 
irregular natural phenomena, and during the 1960s he realized that 
all these geometric forms had some very striking common features. 

Over the next ten years Mandelbrot invented a new type of 
mathematics to describe and analyze these features. He coined the 
term "fractal" to characterize his invention and published his re
sults in a spectacular book, The Fractal Geometry of Nature, which 
had a tremendous influence on the new generation of mathemati
cians who were developing chaos theory and other branches of 
dynamical systems theory.23 

In a recent interview Mandelbrot explained that fractal geome
try deals with an aspect of nature that almost everybody had been 

r 
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aware of but that nobody was able to describe in formal mathe
matical terms,24 Some features of nature arc geometric in the 
traditional sense. The trunk of a tree is more or less a cylinder; the 
full moon appears more or less as a circular disk; the planets go 
around the sun more or less in ellipses. But these arc exceptions, 
Mandelbrot reminds us: 

Most of nature is very, very complicated. How could one describe 
a cloud? A cloud is not a sphere. . . . It is like a ball but very 
irregular. A mountain? A mountain is not a cone . . . . If you 
want to speak of clouds, of mountains, of rivers, of lightning, the 
geometric language of school is inadequate. 

So Mandelbrot created fractal geometry-"a language to speak of 
clouds" -to describe and analyze the complexity of the irregular 
shapes in the natural world around us. 

The most striking property of these "fractal" shapes is that their r characteristic patterns are found repeatedly at descending scales, so 
I that their parts, at any scale, are similar in shape to the whole. 

Mandelbrot illustrates this property of "self-similarity" by break
ing a piece out of a cauliflower and pointing out that, by itself, the 
piece looks just like a small cauliflower." He repeats this demon
stration by dividing the part further, taking out another piece, 
which again looks like a very small cauliflower. Thus every part 
looks like the whole vegetable. The shape of the whole is similar 
to itself at all levels of scale. 

There are many other examples of �f-similarity in nat� 
Rocks on mountains look like small mountains; branches of light
ning, or borders of clouds, repeat the same pattern again and 
again; coastlines divide into smaller and smaller portions, each 
showing similar arrangements of beaches and headlands. Photo
graphs of a river delta, the ramifications of a tree, or the repeated 
branchings of blood vessels may show patterns of such striking 
similarity that we are unable to tell which is which. This similarity 
of images from vastly different scales has been known for a long 
time, but before Mandelbrot nobody had a mathematical language 
to describe it. 

When Mandelbrot published his pioneering book in the mid-



T H E  M A T H E M A T I C S  O F  C O M P L E X I T Y  139 
seventies, he was not aware of the connections between fractal 
geometry and chaos theory, but it did not take long for his fellow 
mathematicians and him to discover that strange attractors are 
exquisite examples of fractals. If parts of their structure are mag
nified, they reveal a multilayered substructure in which the same 
patterns are repeated again and again. Thus it has become custom
ary to define strange attractors as trajectories in phase space that 
exhibit fractal geometry. 

Another important link between chaos theory and fractal geom
etry is the shift frorn quantity to quality. As we have seen, it is 
impossible to predict the yalues of the variables of a chaotic system 
at a particular time, but we can predict the qualitative features of 
the system's behavior. Similarly, it is impossible to calculate the 
length or area of a fractal shape, but we can define the degree of 
"jaggedness" in a qualitative way. 

Mandelbrot highlighted this dramatic feature of fractal shapes 
by asking a provocative question: How long is the coast of Brit
ain? He showed that since the measured length can be extended 
indefinitely by going to smaller and smallcr scales, there is no 
clear-cut answer to the question. However, it is possible to define a 
number between I and 2 that characterizes the jaggedness of the 
coast. For the British coastline this number is approximately 1 .58; 
for the much rougher Norwegian coast it is approximately 1 .70.2 6  

Since i t  can be shown that this number has certain properties of 
a dimension, Mandelbrot called it a fractal dimension. We can 
understand this idea intuitively by realizing that a jagged line on a 
plane fills up more space than a smooth line, which has dimension 
I ,  but less than the plane, which has dimension 2. The more 
jagged the line, the closer its fractal dimension will be to 2. Simi
larly, a crumpled-up piece of paper fills up more space than a 
plane but less than a sphere. Thus the more tightly the paper is 
crumpled, the closer its fractal dimension will be to 3. 

This concept of a fractal dimension, which was at first a purely 
abstract mathematical idea, has become a very powerful tool for 
analyzing the complexity of fractal shapes, because it corresponds 
very well to our experience of nature. The more jagged the out
lines of lightning or the borders of clouds, the rougher the shapes 
of coastlines or mountains, the higher their fractal dimensions. 

I 
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To model the fractal shapes that occur in nature, geometric 
figures can be constructed that exhibit precise self-similarity. The 
principal technique for constructing these mathematical fractals is 
iteration-that is, repeating a certain geometric operation again 
and again. The process of iteration, which led us to the baker 
transformation, the mathematical characteristic underlying 
strange attractors, thus reveals itself as the central mathematical 
feature linking chaos theory and fractal geometry. 

One of the simplest fractal shapes generated by iteration is the 
so-called Koch curve, or snowflake curve.27 The geometric opera
tion consists in dividing a line into three equal parts and replacing 
the center section by two sides of an equilat�ral triangle, as shown 
in figure 6-12. By repeating this operation again and again on 
smaller and smaller scales, a jagged snowflake is created (figure 
6-13). Like a coastline, the Koch curve becomes infinitely long if 
the iteration is continued to infinity. Indeed, the Koch curve can 
be seen as a very rough model of a coastline (figure 6-14). 

Figure 6-12 
Geometric operation for constructing a Koch curve. 

Figure 6-13 
The Koch snowflake. 

With the help of computers, simple geometric iterations can be 
applied thousands of times at different scales to produce so-called 
fractal forgeries-computer -generated models of plants, trees, 
mountains, coastlines, and so on that bear ,an astonishing resem-
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Figure 6-14 

Modeling a coastline with the Koch curve. 

blance to the actual shapes found in nature. Figure 6-1 5  shows an 
example of such a fractal forgery. By iterating a simple stick draw
ing at various scales, the beautiful and complex picture of a fern is 
generated. 

Figure 6-15 

Fractal forgery of a fern; from Garcia (1991). 

With these new mathematical techniques scientists have been 
able to construct accurate models of a wide variety of irregular 
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natural shapes and in so doing have discovered the pervasive ap
. pearance of fractals. Of all those. the fractal patterns of clouds, 

which originally inspired Mandelbrot to search for a new mathe
matical language, are perhaps the most stunning. Their self-simi
larity stretches over seven orders of magnitude, which means that 
the border of a cloud magnified ten million times still shows the 
same familiar shape. 

Complex Numbers 

The culmination of fractal geometry has been Mandelbrot's dis
covery of a mathematical structure that is of awesome complexity 
and yet can be generated with a very simple iterative procedure. 
To understand this amazing fractal figure, known as the Mandel
brot set, we need to first familiarize ourselves with one of the most 
important mathematical concepts--complex numbers. 

The discovery of complex numbers is a fascinating chapter in 
the history of mathematics." When algebra was developed in the 
Middle Ages and mathematicians explored all kinds of equations 
and classified their solutions, they soon came across problems that 
had no solution in terms of the set of numbers known to them. In 
particular, equations like x + 5 = 3 led them to extend the number 
concept to negative numbers, so that the solution could be written 
as x =:: -2. Later on, all so-called real numbers-positive and nega
tive integers, fractions and irrational numbers (like square roots, 
or the famous number 'IT)-werc represented as points on a single, 
densely populated number line (figure 6-16). 

-6/2 1/2 � '11' 

I I I I I I II I 
-4 -3 -2 - 1  0 1 2 3 4 

Figure 6-1 6 
The number line. 

With this expanded concept of numbers, all algebraic equations 
could he solved in principle except for those involving square roots 

r 
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of negative numbers. The equation x2 = 4 has two solutions, x = 2 
and x = -2; but for x2 = -4 there seems to be no solution, because 
neither +2 nor -2 will give -4 when squared. 

The early Indian and Arabic algebraists repeatedly encountered 
these equations, but they refused to write down expressions like 
[=4 because they thought them to be completely meaningless. It 
was not until the sixteenth century that square roots of negative 
numbers appeared in algebraic texts, and even then the authors 
were quick to point out that such expressions did not really mean 
anything. 

Descartes called the square root of a negative number "imagi
nary" and believed that the occurrence of such "imaginary" num
bers in a calculation meant that the problem had no solution. 
Other mathematicians used terms such as "fictitious," "sophisti
cated," or "impossible" to label those quantities that today, follow
ing Descartes, we still call "imaginary numbers." 

Since the square root of a negative number cannot be placed 
anywhere on the number line, mathematicians up to the nine
teenth century could not ascribe any sense of reality to those quan
tities. The great Leibniz, inventor of the differential calculus, at
tributed a mystical quality to the square root of -1 , seeing it as a 
manifestation of "the Divine Spirit" and calling it "that amphibian 
between being and not_being."29  A century later Leonhard Euler, 
the most prolific mathematician of all time, expressed the same 
sentiment in his Algebra in words that, even though less poetic, 
still echo the same sense of wonder: 

All such expressions as l�l, ,r=2, etc., are consequently impos
sible, or imaginary numbers, since they represent roots of nega
tive quantities; and of such numbers we may truly assert that 
they are neither nothing, nor greater than nothing, nor less than 
nothing, which necessarily constitutes them imaginary or im� 

possible.3 0 

.-"'J.....J[.IJJ;:..J:Wl�fnth century another mathematical giant, Karl 
Friedrich Gauss, nally declared forcefully that "an objective exis
tence can be assigned to these imaginary beings."3 1  Gauss real-
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ized, of course, that there was no room for imaginary numbers 
anywhere on the number line, so he took the bold step of placing 
them on a perpendicular axis through the point zero, thus creating 
a Cartesian coordinate system. In this system all real numbers are 
placed on the "real axis" and all imaginary numbers on the "imag
inary axis" (figure 6-17). The square root of -I is called the "imag
inary unit" and given the symbol l� and since any square root of a 
negative number can always be written as r=a = /-=1 ,r;; = i/ a, 
all imaginary numbers can be placed on the imaginary axis as 
multiples of i. 

Imaginary Axis 

4i 

3i 

2i 

i ---------------1 2 + i 

__ ��_�_�_-j __ -_-_-_-_ Real Axis 
-4 -3 -2 - I 

i. ________________ _ 

-2 - 2i 

o 1 2 3 
-i 

-2;·····················; 
3 - 2i 

-3i 

-4i 

Figure 6-17 
The complex plane. 

4 

With this ingenious device Gauss created a home not only for 
imaginary numbers, but also for all possible combinations of real 
and imaginary numbers, such as (2 + i), (3 - 2i), and so on. Such 
combinations are called "complex numbers" and are represented 
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by points in the plane spanned by the real and imaginary axes, 
which is called the "complex plane." In general, any complex 
number can be written as 

z = x + iy 

where x is called the "real part" and y the "imaginary part." 
With the help of this definition Gauss created a special algebra 

of complex numbers and developed many fundamental ideas 
about functions of complex variables. Eventually this led to a 
whole new branch of mathematics, known as "complex analysis," 
which has an enormous range of applications in all fields of sci
ence� 

Patterns within Patterns 

The reason why we took this excursion into the history of com
plex numbers is that many fractal shapes can be generated mathe
matically by iterative procedures in the complex plane. In the late 
seventies, after publishing his pioneering book, Mandelbrot turned 
his attention to a particular class of those mathematical fractals 
known as Julia sets." T had been discovered by the French 
mathematician Gaston Juli during the early part of the century 
but had soon faded into obscurity. In fact, Mandelbrot had come 
across Julia's work as a student, had looked at his primitive draw
ings (done at that time without the help of a computer), and had 
soon lost interest. Now, however, Mandelbrot realized that Julia's 
drawings were rough renderings of complex fractal shapes, and he 
proceeded to reproduce thcm in fine detail with the most powet'ful 
computers he could find. The results were stunning. 

The basis of the Julia set is the simple mapping 

z 4 z2 + c  

where z is a complex variable and c a complex constant. The 
iterative procedure consists in picking any number z in the com- Ill plex plane, squaring it, adding the constant c, squaring the result 
again, adding the constant c once more, and so on. When this is 
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done with different starting values for z, some of them will keep 
increasing and move to infinity as the iteration proceeds, while 
others will remain finite.3 3  The Julia set is the set of all those 
values of z, or points in the complex plane, that remain finite 
under the iteration. 

To determine the shape of the Julia set for a particular constant 
c, the iteration has to be carried out for thousands of points, each 
time until it becomes clear whether they will keep increasing or 
remain finite. If those points that remain finite are colored black, 
while those that keep increasing remain white, the Julia set will 
emerge as a black shape in the end. The entire procedure is very 
simple but very time-consuming. It is evident that the use of a 
high-speed computer is essential if one wants to obtain a precise 
shape in a reasonable time. 

Figure 6-18 

Varieties of Julia sets; from Peitgen and Richter (1 986). 

For each constant c one will obtain a different Julia set, so there 
is an infinite number of these sets. Some are single connected 
pieces; others are broken into several disconnected parts; yet others 
look as though they have burst into dust (figure 6-18). All have the 
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Jagged look that is characteristic of fractals, and most of them are 
impossible to describe in the language of classical geometry. "You 
obtain an incredible variety; of Julia sets," marvels French mathe
matician Adrien Douady. "Some are a fatty cloud, others are a 
skinny bush of brambles, some look like the sparks which float in 
the air after a firework has gone ot1� One has the shape of a rabbit, 
lots of them have seahorse tails."H 

This rich variety of forms, many of which are reminiscent of 
living things, is amazing enough. Rut the real magic begins when 
we magnify the contour of any portion of a Julia set. As in the case 
of a cloud or coastline, the same richness is displayed across all 
scales. With increasing resolution (that is, with more and more 
decimals of the number z entering into the calculation) more and 
more details of the fractal contour appear, revealing a fantastic 
sequence of patterns within patterns-all similar without ever be
ing identical. 

When Mandelbrot analyzed different mathematical representa-
tions of Julia sets in the late seventies and tried to classify their 
immense variety, he discovered a very simple way of creating a /1(( 
single image in the complex plane that would serve as a catalog of 
all possible Julia sets. That image, which has since become the 
principal visual symbol of the new mathematics of complexity, is 
the Mandelbrot set (figure 6-19). It is simply the collection of all 
points of the constant c in the complex plane for which the corre
sponding Julia sets are single connected pieces. To construct the 
Mandelbrot set, therefore, one needs to construct a separate Julia 
set for each point c in the complex plane and determine whether 
that particular Julia set is "connected" or "disconnected." For ex
ample, among the Julia sets shown in figure 6-18, the three sets in 
the top row and the one in the center panel of the bottom row are 
connected (that is, they consist of a single piece), while the two sets 
in the side panels of the bottom row are disconnected (consist of 
several pieces). 

To generate Julia sets for thousands of values of c, each involv
ing thousands of points requiring repeated iterations, seems an 
impossible task. Fortunately, however, there is a powerful theo-
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Figure 6-19 
The Mandelbrat set; from Peitgen and Richter (1 986). 

rem, discovered by Gaston Julia himself, which drastically reduces 
the number of necessary steps.3 5  To find out whether a particular 
Julia set is connected or disconnected, all one has to do is iterate 
the starting point z = O. If that point remains finite under repeated 
iteration, the Julia set is always connected, however crumpled it 
may be; if not, it is always disconnected. Therefore one really 
needs to iterate only that one point, z = 0, for each value of c to 
construct the Mandelbrot set. In other words, generating the 
Mandelbrot set involves the same number of steps as generating a 
Julia set. 

While there is an infinite number of Julia sets, the Mandelbrot 
set is unique. This strange figure is the most complex mathemati
cal object ever invented. Although the rules for its construction are 
very simple, the variety and complexity it reveals upon close in
spection is unbelievable. When the Mandelbrot set is generated on 
a rough grid, two disks appear on the computer screen: the 
smaller one approximately circular, the larger one vaguely heart 
shaped. Each of the two disks shows several smaller disk like at-
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tachmcnts to its boundary, and further resolution reveals a profu
sion of smaller and smaller attachments looking not unlike prickly 
thorns. 

Figure 6-20 

Stages of a journey into the Mandelbrot set. In each picture the 

area of the Subsequent magnification is marked with a white 

rectangle; from Peitgen and Richter (1986). 
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From this point on, the wealth of images revealed by increasing 
magnification of the set's boundary (that is, by increasing resolu
tion in the calculations) is almost impossible to describe. Such a 
journey into the Mandelbrot set, seen best on videotape, is an 
unforgettable experience.3 6  As the camera zooms in and magnifies 
the boundary, sprouts and tendrils seem to grow out from it that, 
upon further magnification, dissolve into a multitude of shapes
spirals within spirals, seahorses and whirlpools, repeating the same 
patterns over and over again (figure 6-20). At each scale of this 
fantastic journey-in which present-day computer power can pro
duce magnifications up to a hundred million times!-the picture 
looks like a richly fragmented coast, but featuring forms that look 
organic in their never-ending complexity. And every now and 
then we make an eerie discovery-a tiny replica of the whole 
Mandelbrot set buried deep inside its boundary structure. 

Since the Mandelbrot set appeared on the cover of Scientific II American in August 1985, hundreds of computer enthusiasts have 
used the iterative program published in that issue to undertake 
their own journeys into the set on their home computers. Vivid 
colors have been added to the patterns discovered on those jour
neys, and the resulting pictures have been published in numerous 
books and shown in exhibitions of computer art around the 
world.3 7  Looking at these hauntingly beautiful pictures of 
swirling spirals, of whirlpools generating seahorses, of organic 
forms burgeoning and exploding into dust, one cannot help notic
ing the striking similarity to the psychedelic art of the 1960s. This 
was an art inspired by similar journeys, facilitated not by com
puters and the new mathematics, but by LSD and other psyche
delic drugs. 

The term psychedelic ("mind manifesting") was invented be
cause detailed research had shown that these drugs act as amplifi
ers, or catalysts, of inherent mental processes.3 II It would seem 
therefore that the fractal patterns that are such a striking charac
teristic of the LSD experience must, somehow, be embedded in 
the human brain. The fact that fractal geometry and LSD ap
peared on the scene at roughly the same time is one of those 

1 
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amazing coincidences-----or synchronicities�-that have occurred 
so often in the history of ideas. 

The Mandelbrot set is a storehouse of patterns of infinite detail 
and variations. Strictly speaking, it is not self-similar because it not 
only repeats the same patterns over and over again, including 
small replicas of the entire set, but also contains elements from an 
infinite number of Julia sets! It is thus a "supcrfractal" of incon
ceivable complexity . .  

Yet this structure whose richness defies the human imagination 
is generated by a few very simple rules. Thus fractal geometry, 
like chaos theory, has forced scientists and mathematicians to re
examine the very concept of complexity. In classical mathematics 
simple formulas correspond to simple shapes, complicated formu
las to complicated shapes. In the new mathematics of complexity 
the situation is dramatically different. Simple equations may gen
erate enormously complex strange attractors, and simple rules of 
iteration give rise to structures more complicated than we can 
even imagine. Mandelbrot sees this as a very exciting new develop
ment in science: 

It's a very optimistic conclusion because, after all, the initial mean
ing of the study of chaos was the attempt to find simple rules in 
the universe around us . . . .  The effort was always to seek simple 
explanations for complicated realities. But the discrepancy between 
simplicity and complexity was never anywhere comparable to 
what we find in this context.39 

Mandelbrot also sees the tremendous interest in fractal geome
try outside the mathematics community as a healthy development. 
He hopes that it will end the isolation of mathematics from other 
human activities and the consequent widespread ignorance of 
mathematical language even among otherwise highly educated 
people. 

This isolation of mathematics is a striking sign of our intellec
tual fragmentation and as such is a relatively recent phenomenon. 
Throughout the centuries many of the great mathematicians made 
outstanding contributions to other fields as well. In the eleventh 
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century the Persian poet Omar Khayyam, who is world renowned 
as the author of the Rubdiydt, also wrote a pioneering book on 
algebra and served as the official astronomer at the caliph's court. 
Descartes, the founder of modern philosophy, was a brilliant 
mathematician and also practiced medicine. Both inventors of the 
differential calculus, Newton and Leibniz;, were active in many 
fields besides mathematics. Newton was a "natural philosopher" 
who made fundamental contributions to virtually all branches of 
science that were known at his time, in addition to studying al
chemy, theology, and history. Leibniz is known primarily as a 
philosopher, but he was also the founder of symbolic logic and was 
active as a diplomat and historian during most of his life. The 
great mathematician Gauss was also a physicist and astronomer, 
and he invented several useful instruments, including the electric 
telegraph. 

These examples, to which dozens more could be added, show 
that throughout our intellectual history mathematics was never 
separated from other areas of human knowledge and activity. In 
the twentieth century, however, increasing reductionism, frag
mentation, and specialization led to an extreme isolation of mathe
matics, even within the scientific community. Thus chaos theorist 
Ralph Abraham remembers: 

Whe::ll I started my professional work in mathematics in 1960, 
which is not so long ago, mode::rn mathematics in its entirety-in 
its entirety-was rejected by physicists, including the:: most avant
garde mathematical physicists . . .  , Everything just a year or two 
beyond what Einstein had used was all rejected, . , , Mathemati
cal physicists refuse::d their graduate students permission to take:: 
math courses from mathematicians: "Take mathematics from us, 
We will teach you what you need to know . . . .  " That was in 
1960. By 1968 this had completely turned around.'" 

The great fascination exerted by chaos theory and fractal geom
etry on people in all disciplines-from scientists to managers to 
artists-may indeed he a hopeful sign that the isolation of mathe
matics is ending. Today the new mathematics of complexity is 
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making more and more people realize that mathematics is much 
more than dry formulas; that the understanding of pattern is 
crucial to understand the living world around us; and that all 
questions of pattern, order, and complexity are essentially mathe
matical. 
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A New Synthesis 

We can now return to the central question of this  hook : What is  
l i fe ?  My thes is  has been that a theory of l i v ing systems consistent 
wi th the philosophical fra mework of deep ecology, i nc luding an 
appropriate mathematical language and i m ply ing a nonmechanis
tic, post-Cartesian u nderstanding of l i fe, i s  now cmerging. 

Pattern and Structure 

The emergence and refinement of the concept of "pattern of orga
n ization " has heen a c rucial  clement in the developmcnt of this  
new way of th i n k i ng. F rom Pythagoras to A ristotle, to Gocthe, 
and to the organismic hiologists, there is  a continuous in tel lectual 
tradition that struggles with the understand ing of pattern, rea l iz
ing that i t  i s  c rucial  to the understand ing of l i v i ng f( )f Jll.  Alexan
der Bogdanov was the fi rst to attempt the in tegration of the con
cepts of organ ization, pattern ,  and complexity in to a coherent 
systems theory .  The cyberneticists f(lCUSed on patterns of commu
n ication and control-i n particu lar  on the  patterns of c ircular  cau
sal i ty under ly ing the feedback concept-and in  doing so were the 
fi rst to clearly d i st inguish the pattern of organ ization of a system 
fro m  i ts physical structure. 



1 58 T H E  W E B  O F  L I r E  

The 111 I SS l Ilg pIeces of the puzzle" were ident ified a n d  ana
l y zed oyer  the past  twenty yea rs-the concept of sel f-orga n i zation 
a nd the new m a thema tics of com ple xity .  Ag;l i n  the notion of pat
tern has heen central  to both of these deyclopments. The concept 
of sdf-orga n i y.ation origi nated i n  the recog n i tion of the network 
a s  the general pattern of l i fe, which was su hseq uently rdi ned by 
?vlatu ra n;l and Va rela in the ir  concept of a utopoiesis.  The new 
mathem;ltics of com plexity  is  essent ia l ly  a m a thematics of v i sual  
pattern s-stra nge attractors, phase portrai ts, fractals,  a n d  so on
w h ich a rc a n a l v y.nl w i t h i n  the framework of topology pionee red 
bv Poincl rl' .  

The u ndersta n d i ng of patte rn ,  then,  wil l  he of crucial  im por
ta nce to the scientific u n derstan d i n g  of l i fe. However , j ( )r  a fu l l  
u n d erst;ll1 d i n g  o f  a l i \' i n g  system , the und ersta n d i ng of its pattern 
of orga n i zat ion,  a l though c rit ica l l y  im portant, is  not enough . We 
a lso need to u n d e rsta nd the system's struct u re .  I ndeed , we have 
seen that  the study of structure has  heen the pr inc ipal  a pp roach in  
\Vestcr n science a n d  phi losophy a n d  as such has aga i n  a n d  aga i n  
ec l i psed the s t u d y  of patte rn .  

I h a \T come t o  hcl in'l' t h a t  t h e  k e y  to a comprehensive theory 
of l i \' i n g  systems l ies in the syn thesis of t hose two a pp roaches--the 
stu d y  of pattern (or for m ,  order,  q ua l i ty)  a n d  the study of st r t lC
t u re (or suhsta nce, m a tter, q U; l l 1t ity ) .  I sha l l  ti l l iow H u m berto 
"Iaturana a n d  Francisco \'a rcla  in thei r defin it ions of those two 
key cr i ter ia  of a l i v ing system-its pattern of org;l l1 ization and its 
s tructu re. I The pattern of' (Jigulli;:;atioll of any system, l i v i ng or 
nonl iy i ng, i s  the configuration o f  rel at ionsh ips a m ong the system's 
com poncnts that d etC f m i nes the syste m ' s  essen t ia l  characteristics.  
I n  other words, certa i n  relations h i ps m ust he p resent fo r some
t h i ng to be recognized a s-say--a cha ir ,  a bicycle,  or a tree. That  
configuration o f  rel ation s h i ps that giH's a system i ts essent ia l  cha r
acteristics is  what  \\'e mean by i ts pattern of o rg;l I1 i zat ion.  

The .itJ'uctUJ't' of a system i s  the physical  emhod i m ent of i ts 
pattern of orga n i zation.  W he reas the description of the pattern of 
orga n i zation i n v ol ves a n  abstract mapping of relat ionsh i ps, the 
descri ption of the struct u re i n volves descr ibing the system's  actual  
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physical  components-their shapes, chemical compositions, and so 
forth. 

To i l lustrate the d i fference between pattern and structurc, let us 
look at  a wel l -known nonl iv ing system,  a bicycle .  I n  order t(lr 
something to be cal led a bicycle, there m ust be a number of func
t ional relationships among components k nown as frame, pedals ,  
hand lebars, wheels, chain,  sprocket, and so on .  The complete con
figura tion of these functional relationships consti tutes the bicycle's 
pattern of organization. All of those relationships m ust be present 
to give the system the essential  characteristics of a bicycle .  

The structure of the bicycle is  the physical embodi ment of its 
pattern of organiza tion in terms of com ponents of specific shapes, 
made of specific materials .  The same p;lttern "bicycle" can be 
embodied in  many d ifferent structures.  The hand lebars will be 
shaped d i ff(Tently for a touring bike, a racing bike, or a mountain 
bike;  the frame may be heavy and sol id or l ight and del icate; the 
t i res may be narrow or wide, tubes or sol id rubber. Al l  these 
combinations and many more wi l l  easily be recognized as d iffer
ent embodiments of the same pattern of relationships that defines 
a bicycle .  

The Three Key Criteria 

I n  a machine such as a bicycle the parts have been designed, 
manufactu red , a nd then jlut together to form a structure with 
fi xed components. I n  a l iv ing system, by contrast, the components 
cha nge continual ly .  There is a ceaseless t1ux of matter through a 
l i v ing organism . Each cell cont inual ly  synthesizes and d i ssol v es 
structures ancl e l iminates waste procl ucts. Tissues and organs re
place their cells in cont inual  cycles. There is  growth, development, 
and evolution. Thus fro m  the very beginning of biology, the un
derstanding of I i v ing structu re has  been inseparable from the un
derstanding of metabol ic and developmental processes . ..' 

This str ik ing property of l i v i ng systems suggests proCC.\.i as a 
th ird cr i terion f(>r a comprehensive descr iption of the nature of 
l i fe .  The process of l i fe is  the activ i ty i nvol ved i n  the contin ual 
embod iment of the system's pattern of organization. Thus the 
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process cr i terion is the l i n k  between pattern and  structure. I n  the 
case of the bicycle, the pattern of organ ization is represented by 
the design sketches that a rc used to bu i ld  the bicycle, the structure 
is a specific physical  bicycle, a nd the l i n k  between pattern and 
<;tructure is i n  the  mind of the  designer. In  the  case of a l i v i ng 
orga n ism,  hovvevcr, the pattern of organ ization is a l ways embod
ied in the orga ni sm's structure, and the l i n k  between patter n  and 
structure l ies i n  the process of cont inua l  embodi ment .  

The process cr i terion completes the conceptu;t 1 framework of 
my synthesis of the emerging theory of l i v i ng systems.  The defin i 
tions of the  three cr i ter ia-pattern , structure,  and  process-are 
l i sted once more in the table that f() l Iows. A l l  three criter ia a re 
tota l l y  i n terdependent. The pattern of organ izat ion can be recog
n ized only if it is embod ied in a physical s tructure, and  i n  l i v i ng 
systems this  embod i ment  is a n  ongoing process. Thus structure 
and process a re i nextricably l i n ked . One cou ld say that the th ree 
cr i teria-pattern, structure, and process-arc three d ifferent  but 
in separable perspectives on the phenomenon of l i fe .  They wi l l  
form the  three conceptua l  d i mensions of my synthesis .  

To understan d  the nature of l i fe from a systemic poin t  of v iew 
means to ident ify a set of general  cr i ter ia by wh ich we can make a 
c lear d istinct ion between l i v i ng and  non l i v ing systems.  Thro ugh
out the h istory of biology many c riteria have been suggested, but 
a l l  of them turned out to be flawed i n  one way or  a nother. How
ever,  the recent  formulat ions of models or self.-organ ization and  
the  mathematics of complexity ind icate tha t  i t  i s  now possible to 
ident ify Stich cr iter ia .  The key idea of my synthesis is to express 
those cr i ter ia in terms of the th ree conceptual d i mensions, pattern,  
structu re,  and  process. 

I n  a n utshel l ,  I propose to understand au topoiesis, a s  defined by 
;\1aturana and Va rela ,  as the pattern of l ife (that is, the pattern of 
orga n ization of l i v i ng systems); ' d issipative structure, as defined 
by Prigogine, as the structure of l i v i ng systems;" and cogni tion,  as 
defined i ni t i a l l y  by Gregory Bateson a nd more ful l y  by Maturan a  
a n d  Varela,  as  t h e  process of l i fe .  

The pattern o f  organ ization determi nes a system's essent ia l  
cha racteristics. In part icula r i t  determines whether the system i s  
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Key Criteria of a Living System 
pattern of organization 

16 1  

the configuration of relationships that determines the system 's 

essential characteristics 

structure 
the physical embodiment of the system's pattern of organization 

life process 
the activity involved in the continual embodiment of the system 's 

pattern of organization 

l i v ing or nonl iv ing. A utopoiesis-the pattern of organ ization of 
l i v ing systems-is thus the defin ing characteristic of l ife in the 
new theory. To fi nd out whether  a particular system-a crysta l ,  a 
vi rus, a cel l ,  or the planet Earth-is a l ive, a l l  we n eed to do is find 
out  whether its pattern of organ ization is  that  of a n  autopoietic 
network . I f  i t  is, we are deal ing with a l iv ing system; if  i t  is not, 
the system is  nonl iv i ng. 

Cognition, the process of l i fe, i s  i nextricably l inked to auto
poicsis, as we shal l  see .  Autopoiesis and cognition arc two d i fferent 
aSjlects of the same phenomenon of l ife. I n  the new theory all 
l iv ing systems are cognit ive systems, and cognition always impl ies 
the exi stence of an  autopoietic network .  

With the th i rd cri terion o f  l ife, the structure o f  l i v ing systems, 
the situation is  sl ightly d ifferent. Al though the s tructure of a l i v 
ing system is a lways a d i ssipative structure, not  a l l  d i ssipative 
structures arc autopoietic networks .  Thus a d issipative structure 
may be a l i v ing or a nonl i v ing syste m .  For exam ple, the Benard 
cells and chemical clocks stud ied extensively by Prigogi ne a rc dis
sipative structures but not l i v ing systems." 

The three key cr iteria of l ife and the theories underlying them 
will be d iscussed in deta i l  in the fol lowing chapters. At  this  poin t  I 
merely want to give a brief overview. 
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Autopoiesis-the Pattern of Life 

Since the early part of the century it has been known that the 
pattern  of organ ization of a l i v ing system is  always a network 
pattern .l> However ,  we a l so k now that not a l l  networks a re l iv ing 
systems.  Accor d i ng to Maturana and Varela, the key characteristic 
of a l i v ing network is that i t  cont inual ly produces i tself. Thus "the 
being and doing of I l i v ing systems I are inseparable, and this i s  
the i r  specific mode of organ ization. ' "  Autopoiesi s, or "self-mak
ing," is a network pattern i n  which the function of each com po
nent is  to partici pate in the prod uction or transformation of other 
com ponents i n  the network .  I n  this way the network conti nual ly  
makes i tsel f. I t  i s  prod uced hy i ts  components and i n  turn pro
duces those components. 

The s im plest l i v ing system we know is a cel l ,  and Maturana 
and Varela have used cel l  biology extensively to explore the deta i l s  
of autopoietic networks.  The bas ic  pattern of autopoiesis can be 
i l l ustrated conveniently with a p lant  cel l .  F igure 7- 1 shows a s im
pl ified picture of such a cel l ,  i n  which the components have been 
given descr iptive English names.  The correspond i ng tec h nical 
terms, derived frolll G reek and Latin,  a re l isted in  the glossa ry 
that follows. 

Like every other cel l ,  a typical plant cell consists of a cell mem
brane which encloses the cel l  flu id .  The flu id is  a rich molecu la r 
sou p of cel l  nutrients-that is, of the chemical elements out of 
which the cel l  bui lds  its structures .  Suspended i n  the cell fluid we 
find the cell n ucleus, a large number  of t iny production centers 
where the ma in  structural bui ld ing blocks a rc produced, and sev
eral specia l ized parts, ca l led "organel les," which a re analogous to 
body orga ns. The most i m portant of these orga nelles a re the stor
age sacs, recyc l ing centers, powerhouses, and sola r  sta tions. Like 
the cell as  a whole,  the nucleus and the organelles arc su rrounded 
by semipermeable membranes that select what comes in and what 
goes out. The cel l  membrane, i n  particular, takes in food and 
d issipates waste. 

The cel l  n ucleus contains the W'netic materia l-the DNA mole-
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Figure 7-1 
Basic components of a plant cel l .  
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c ules carrying the genetic information,  and the Rl'\' A Illolecules, 
which a re made by the DNA to deliver inst ruct ions to the prod uc
tion centers.s The n ucleus also conta ins  a smal ler  "min inuc\cus," 
where the prod uction centers a rc made bd( )re being d ist r ibuted 
thro ughout the cel l .  

The production centers a rc granular bod ies i n  which the cel l ' s  
proteins a rc prod uced. These inc lude st ructural  proteins as  wel l  as 
the enzymes, the catalysts that promote all cel l u la r  processes. 
There arc about fi ve hund red thousand prod uction centers in each 
cel l .  

The storage sacs arc stacks o f  tlat pouches, somewhat l ike  ;1 pilt' 
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Glossary of Technical Terms 

cell A uid :  cytoplasm Cecil Au id") 
min inudeus: nucleolus ("smal l  n ucleus") 
prod uction cen ter: ribo,iOme; com posi te of ribonucleic acid (RNA)  

and miCI"O,iOme ("microscopic hody") ,  denoting a t iny granule 
conta i n i ng R N  A 

storage sac: Goigi apparaUH (named a fter the I ta l i an  physician 
Camil lo Golgi)  

recyc l ing center:  IYio,iomc ("disso lv ing bod y") 
powerhouse: mitochondrion (" threa d l ike  granule") 
energy carrier:  adcnmine triphosphate ( ATP), a chemical 

compound consist ing of a hase, a suga r ,  and three phosphates 
sola r station: {'h/oropfa.it ("green leaf") 

of pita hread , where va rious cel lu lar  prod ucts a rc stored and then 
labeled, packaged , and sent on to their  dest inations, 

The recycl ing centers a rc organelles conta in ing enzymes for 
d igesting food , damaged cel l  components ,  a nd v arious unused 
molecules, The broken-down elements a rc then recycled and used 
filr buil d i ng new cel l components. 

The powerhouses carry out the cel lu la r  respiration�in other 
words, they usc oxygen to break down organic molecules i nto 
carbon d ioxide and water.  This releases energy that  is locked up i n  
specia l  energy carri e rs, These energy carr iers a r e  complex molecu
l a r  compounds that travel to the other parts of the cel l to supply 
energy for all cel lu lar  processes, k nown collectively as "ce l l  metab
ol i sm." The energy carriers serve as the cel l 's ma in  energy un i ts, 
not un l ike  cash i n  the human economy. 

It was d i scovered only recent ly that the powerhouses conta in 
their  own genetic mater ia l  and repl icate independently of the rep
l ication of the cel L Accord ing to a theory by Lynn Margul is ,  they 
evolved from simple bacter ia  that came to l i ve  in the complex 
l a rger cel ls about two bi l l ion years ago.') S ince then they h a ve been 
permanent resid ents in a l l  higher orga nisms,  passed on from gen
eration to generation and l i v ing in in timate symbiosis with each 
ceIL 
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Like the powerhouses, the sol a r  stations conta i n  their  O\YI1 ge
netic materia l  and self-reproduce, but they a re found only i n  green 
p lants .  They a re the centers for photosyn thesis, transforming sola r  
energy, carbon d ioxide, and water into s ugars and oxygen.  The 
sugars then travel  to the powerhouses, where their energy i s  ex
tracted and stored in energy carriers .  To supplement the sugars, 
plants a lso absorb n utr ients and trace elements from the ea rth 
thro ugh their  roots. 

Figure 7-2 
Metabolic processes in a plant cel l .  

We see that  i n  order  to give even a rough idea of cel lu l a r  
organ ization, the  descr iption of the  cel l ' s  com ponents has  to he 
qui te elaborate; and the complexity i ncreases dramatica l ly  when 
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we try to picture how these cel l  components are in ter l in ked i n  a 
vast network,  i nvolv ing thousands of metabol ic p rocesses. The 
enzymes alone form an i n tr icate network of catalytic reactions, 
promoting all metabol ic processes, and the energy carriers f( )rm a 
cor respond ing energy network to fuel them. Figure 7-2 shows 
another d rawing of our s impl i fied plant cel l ,  th is  t ime with var i
ous a rrows ind icating some of the l inks  i n  the network of meta
bol ic processes. 

Figure 7-3 
Components of the autopoietic network involved 

in the repair of DNA. 

To i l lustrate the nature of this network ,  let  us look at j ust one 
single loop. The D N A  in the cel l  n ucleus produces R N A  mole
cules, which conta i n  i nstructions for the production of proteins ,  
incl ud i ng enzymes. Among these i s  a group of special enzymes 

J 
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that can recogni ze, remove, and replace da maged sections of 
DN A. I I I  F igure 7-3 i s  a schematic d rawing of some of the rela
tionships i n volved in this  loop. The DNA produces R N A ,  which 
del ivers i nstructions to the prod uction centers for produc ing the 
enzymes, which enter the cel l nucleus to repa i r  the DK A .  Each 
component in this pa rtial  network helps to produce or  transform 
other components; thus the network i s  clearly autopoietic. The 
DNA produces the R N A ;  the R N A  speci fies the enzymes; and the 
enzymes repa i r  the DNA.  

To complete the  picture, we  would have  to  add  the  bui ld ing 
blocks from which DNA, R N A ,  and enzymes a re made; the en
ergy carriers fue l ing each of the processes pictured ; the generation 
of the energy in the powerhouses from broken-down sugars; the 
prod uction of the sugars by photosynthesis in the sola r stations; 
and so on.  With each add it ion to the network we would see that 
the new components, too, help to produce and transfilrm other 
components, and thus the autopoietic, sel f-maki ng nature of the 
ent ire network would  become ever more apparent. 

The case of the cel l  membrane i s  espec ia l ly  in teresting. I t  is  a 
bou ndary of the cel l ,  formed by some of the cel l 's com ponents, 
which encloses the network of metabol ic processes and thus l i m its 
thei r extension.  At the same time, the membrane part ic ipates in 
the network by selecting the raw material for the prod uction pro
cesses (the cell's fi)()d )  through special fi I ters and by d issi pa ting 
waste in to the outside envi ronment. Thus the autopoietic network 
creates i ts  own boundary,  which defines the cel l  as a d i st inct sys
telll while being an  active part of the network.  

S ince a l l  components of an  a utopoietic network a re prod uced by 
other components in the network,  the ent ire system is ()}galli�a 
tionally closed, even though it is open with rega rd to the How of 
energy and matter. This organ izational closure i mplies that a l i v 
ing  system i s  self-organ izing i n  the  sense tha t  i t s  order and  behav
ior are not  imposed by the env i ronment but a re establ i shed by the 
system i tself. In other words, l i v ing systems arc a utonomous. This 
docs not mean that they arc i solated from thei r envi ronment.  On 
the contrary, they i n teract with the env i ronment through a cont in
ual  exchange of energy and matter. But  this  in teraction does not 
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determine their  organ iza tion-they a rc sef(organ izing.  Auto
poiesis, then, is seen as the pattern underly ing the phenomenon of 
self-organ ization, or a utonomy, that is so cha racteristic of a l l  l i v ing 
systems. 

Th rough their in teractions wi th the env i ronment l i v i ng organ
isms continua l ly  mai ntain and rencw themselves, using energy 
and resources from the env i ronment for that pu rpose. Moreovcr, 
the cont inual  self-making a l so incl udes the abi l i ty to form new 
structures and new patterns of behav ior.  We shall sec that this  
creation of novelty, resu l t ing i n  development and evolut ion,  i s  an 
i n tr insic aspect of a u topoiesis .  

;\ subtle but important point i n  the defini tion of a utojloiesis i s  
the  fact that  a n  a u topoietic network is not  a set of relations among 
sta tic component.i ( l ike, for example, the pattern of organ ization of 
a crysta l ) ,  but a set of relations a mong P1"OCCS.ICS of production of 
components. If these processes stop, so docs the enti re organ iz.a
tion. In other words, a u topoietic networks must cont inua l ly  regen
erate themselves to mainta in  the ir  organ iza tion.  This ,  of course, is 
a wel l -known cha racteristic of l i fe . 

.\1aturana and Varela sce the d ifference betwecn relationships 
a mong static components and relationships a mong processes as a 
key d i st inction between physica l and biological phenomena .  Since 
the processes in  a biological phenomenon i nvolve components, it is  
a lways possible to abstract from them a description of those com
ponents in purely physical terms. However, the a u thors a rgue that  
such a pure ly  phys ica l  descri ption wi l l  not  capture the biol ogical 
phenomenon. A biologica l  explanation, they ma in ta in ,  m ust be 
one in terms of rela tionships of processes with in  the context of 
a utopoicsis .  

Dissipative Structure-the Structure of Living Systems 

When Maturana and Va rela descr ibe the pattern of l i fe as a n  
a utopoicric network,  t h e i r  ma in  em phasis i s  on t h e  organ izational 
c losure of that  pattern.  When l Iya  Prigogine descr ibes the struc
ture of a l i v i ng system as a d issi pative st ructure, by contrast, h i s  
m a i n  emphasis  i s  o n  t h e  open ness of t h a t  structure t o  t h e  A o w  of 
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energy and matter. Thus a l iv ing system is  both open and c losed
it is structural l y  open,  but organizational ly  c losed .  Matter continu
al ly flows thro ugh it ,  but the system mainta i ns a stable for m ,  a nd 
i t  does so a utonomously through sel f-organ i zation. 

Figure 7-4 
Vortex funnel of whirlpool in a bathtub. 

To h ighlight that seemingly paradoxical coexistence of change 
and stabi l ity, Prigogine coined the term "d issipative structu res." 
As I 've a l ready mentioned , not all d issipative structures a rc l i v ing 
systems, and to  v isua l i i'.e the  coexistence of cont inual  flow and 
structural stabi l i ty,  i t  i s  easier to turn to s imple,  nonl iv ing d i ss ipa
t ive structu res. One of the s implest structures of this  k i nd is  a 

vortex in flowing water-for example, a whir lpool i n  a bathtub. 

Water continuously flows thro ugh the vortex, yet its cha racteristic 
shape,  the wel l-known spirals and narrowing funnel , remains rc
ma rkably stable (figure 7-4). It i s  a d iss ipative structure. 

Closer examination of the origin and progression of such a 
vortex reveals a series of rather com pIex phenomena. i i I magine a 
bathtub with shal low, motionless water. When the d ra in  is  
opened , the water begins to ru n out,  flowing radial ly  toward the 
d ra in  and speedi ng up as it approaches the hole under the ;lCceler
ating force of grav ity .  Thus a smooth un iform flow is establ ished . 
The flow does not remain in this  smooth state f()r long, however. 



170 T H E  W E B  O F  L I F E  

Tiny i rregula ri ties i n  the water movement, movements of the a i r  
at  t h e  water's surbce, and i rregular ities in  t h e  d ra inpipe wi l l  cause 
a l i tt le more water to approach the d ra in  on one side than on the 
other, a nd thus a whi r l ing, rotary motion i s  i ntrod uced i n to the 
How. 

As the water part icles a re d ragged down toward the d ra in ,  both 
their rad ia l  and rotational velocities i ncrease. They speed up radi
a l ly  because of the accelerat ing force of grav i ty, and they pick up 
rotational speed as the rad ius  of their rotation decreases, l ike a 
skater pul l i ng i n  her arms d u ri ng a pi rouette. I .'  As a resuit ,  the 
\\'a ter particles move downward i n  spirals, forming a narrowing 
tube of How l i nes, k nown as a vortex tube. 

Because the basic How i s  sti l l  rad ia l l y  inward, the vortex tube is 
cont inual ly  squeezed by the water pressing against it from a l l  
s ides. This pressure decreases i ts rad i us and intensities the  rotation 
further.  Using Prigogi ne's language, we can say that the rotation 
in t rod uces an instabil i ty in to the i n i t ia l  u n i form How. The ti)[cT of 
gravity, the water pressure, and the constant ly  d i m i n ish ing rad ius  
of  the vortex tube a l l  combine to  accelerate the  whir l ing motion to 
ever-increasing speeds. 

H owever, this cont inu ing acceleration ends not in catastrophe 
but in a new stable state.  A t  a certain rotational speed, centri fugal 
forces come into play that push the water rad ia l ly  away from the 
d ra in .  Thus the water surLtce above the d ra in  develops a depres
sion, which quickly turns in to a funnel .  Eventua l ly  a m i n iature 
tornado of a i r  forms inside this  funnel ,  c reating highly complex 
and nonli near structures-ripples, waves, and edd ies-on the wa
ter surbce i nside the v ortex .  

In the end the tilrce of gravity pul l i ng the water down the 
d ra in ,  the water pressure pushing inward,  and the centr ifuga l 
forces pushing outward balance each other and result  i ll a stable 
state, in w hich gravity ma intains the How of energy at  the la rger 
scale, and friction d i ss ipa tes some of it at  smal ler  scales. The acting 
tinces a re now inter l inked in sel f.-balanc ing feedback loops that 
give great stabi l i ty to the vortex structure as a whole. 

S imi la r  d issipative structures of great stabil i ty ar i se in thunder
storms under specia l  a tmospheric cond itions_ H urricanes and tor-
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nadocs a r c  vortices o f  violently rotat ing a i r, which c a n  travel over 
large d istances and un leash destructive forces wi thout sign ificant 
changes i n  their  \'( )ftex structu re. The deta i led phenomena in 
these atmospheric vortices a re m uch r icher than those i n  the hath
tuh whi rlpool, because several new factors come i n to play-tem
perature d ifferences, expansions and contractions of a i r, moistu re 
effects, condensations a nd e\"aporations , and so filr th .  The resu l t
ing structures a rc thus m uch more complex than the whi r lpools i n  
flowing water and d i splay a greater va riety of dynamic behaviors.  
Th understorms can turn in to d i ss ipat ive structures \"i th character
istic s izes and shapes; under specia l  cond i tions sOll1e of them can 
e"en spl i t  i n  t wo. 

Metaphorical ly we can a l so v i sua l ize a cel l  as  a \vh i r lpool-that 
is ,  as  a stahle structu re with matte r and ene rgy cont inual ly  flowing 
th rough i t .  H owever,  the forces and processes at work i n  a cel l a re 
qui te d i fft'rent-and vastly m ore complex-than those i n  a vortex. 
Whi le  the ba la ncing forces i n  the whir lpool a rc mechanica l ,  the 
dominant t(lrCe bei ng grav ity,  those i n  the cdl a rc chemica l .  More 
precisely they a rc the catalytic loops i n  the cel l ' s  autopoietic net
work that act as  self-bala ncing ked hack loops. 

S im i la rly ,  the origin of the whir lpool ' s  i nstabi l i ty is mechanical ,  
a ris ing as a conseq uence of the tl rst rota ry motion.  In a cel l there 
arc d i fferent k i nds of i nstabi l it ies, ;l nd their  natu re is chem ical  
rather than mechanical .  They too originate i n  the cata lytic cycles 
that arc a central fi:ature of a l l  metabol ic processes. The crucial  
property of these cycles is their  abi l i ty to act not only as sd f
ba lancing but a lso as sel f-ampl ifying feedb;lck loops, which may 
push the system fa rther and farther away from eq ui l ibr ium unti l  i t  
reaches a th reshold of stabi l i ty. This poi nt  i s  ca l led a "bifurcation 
point ." It i s  a poi nt  of i nstabi l i ty at  which new t( lfIllS of order may 
emerge spunta neously, resul t ing i n  dcvelopment and evolution.  

Mathem atica l l y  a bifu rcation point  represents a d ramatic 
change of the system 's trajcctory in phase space. I , ;\ Ilew attractor 
may suddenly appear, so that the system's behavior  as a whole 
"bifurcates," or branches off, in a Ilew d i reerioIl .  Prigogine's de
tai led stud ies of these bifu rcation poi nts ha\"C revealed some fasci-
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nating pro pert ies of d i ss ipative structures, as we sha l l  see i n  a 
subsequent chapter.  I 4 

The dissipative structures formed hy whir lpools or hurricanes 
can mainta in  their  stabi l i ty only  as long as there i s  a steady Row of 
matter from the env i ronment thro ugh the structure. S imi lar ly ,  a 
l i v ing d i ss ipat ive struc ture, such as an organism, needs a contin ual 
Row of a i r, water, and food from the env i ronment through the 
system i n  order to stay al ive and maintain i ts order. The vast 
network of metahol ic  processes keeps the system in a state El r 
from equi l ihr ium and,  through its  i nherent feedback loops, gives 
r ise to bi furcations and thus to de\'t� lopment and evol ution. 

Cognition-the Process of Life 

The t h ree key cr i teria of l i fe-pattern, structu re, and process-arc 
so closely in tertwined that it is  d i fficul t  to d iscuss them sepa rately, 
a l though i t  is  i m portant to d ist inguish among them . A utopoiesis, 
the pattern of l ife,  is a set of relationships among processes of 
prod uction; and a d i ssipative structure can be understood only in 
terms of metabol ic  and developmenta l  pmce.ises. The process d i 
mension is thus  i mpl ic i t  both in the  pattern and i n  the  structure 
cr i  terion. 

In the emerging theory of l i v ing systems the process of l i fe-the 
continual embodi ment of an a utopoietic pattern of organization i n  
a d issipative structure-is ident i fied with cognit ion,  t h e  process o f  
knowing. T h i s  i mplies a radical ly n e w  concept of mind ,  w h i c h  i s  
perhaps the  most revolutionary and most excit ing aspect of th i s  
theory, as i t  promises fina l ly  to  overcome the  Cartesian d iv i sion 
between mind and matter .  

Accord i ng to the theory of l i v ing systems, mind i s  not a th ing 
but a process-the very process of l i fe .  I n  other words, the or
ganiz ing activ i ty of l i v ing systems, at all  levels of l i fe, i s  mental 
activ i ty .  The i n teractions of a l i v ing organism-plant,  animal,  or 
h uman-with its  env i ronment arc cognit ive,  or mental i nterac
tions. Thus l i fe  a nd cognition become i nseparably connected. 
J\1i n d-or,  more accurate ly ,  mental process-is i mmanent in mat
ter at a l l  levels of l i fe .  
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The new concept of mind was developed independently by 
G regory Bateson a nd Humberto Maturana d u ri ng the I 96()s . Bate
son, who was a regular  participant in the legendary Macy Confer
ences d u ring the ear ly years of cybernetics, p ioneered the applica
tion of systems th ink ing and cybernetic pr i nciples i n  several 
a reas. I ')  I n  part icular he developed a systems approach to mental  
i l l ness and a cybernetic model of a lcohol ism , which led h i m  to 
define " menta l  process" as a systems phenomenon characterist ic of 
l iv ing organ isms. 

Bateson l isted a set of criteria that systems have to satisfy for 
mind  to occur .  I (, Any system that satisfies those cr i teria w i l l  be 
able to develop the processes we associate with mind-lea rning, 
memory, decision making, and so on. I n  Bateson 's view these 
mental processes arc a necessary and inev i table consequence of a 
certa in  complexity that begi ns l ong before organ isms develop 
brains and h igher nervous systems. He a l so emphasized that mind 
i s  manifest not  only i n  ind iv idua l  orga nisms, but also i n  socia l  
systems and ecosystems. 

Bateson presented his new concept of menta l p rocess for the 
fi rst time i n  1 9()<) i n  Hawa i i ,  i n  a paper he gave a t  a conference on 
mental  health. 1 7  This was the very year i n  wh ich Maturana pre
sented a d i fferent form u la tion of the same basic idea at  the con fer
ence on cogni tion organ i zed by Heinz von Foerster i n  Chicago . 1 S 
Thus two scientists, both st rongly in fluenced by cybernetics, had 
arr ived s imul taneously a t  the same revolutionary concept of mind .  
However, the ir  methods were qu i te d i fferent, as  were the  l an
guages i n  which  they described the i r  groundbrea k i ng d i scovery. 

Bateson's whole th inking was i n  terms of patterns and rel ation
ships.  His main a im ,  l ike Maturana's, was to d iscover the pattern 
of organiza tion common to all l i v ing creatu res. "What pattern," 
he asked , "con nects the crab to the lobster a nd the orchid to the 
pr im rose a nd a l l  fou r  of them to me � And me to you ? " I ') 

Bateson thought that i n  order to descr ibe nature accurately one 
should t ry to speak nature's language, which,  he i nsisted, i s  a 
la nguage of relationships.  Relationships a rc the essence of the l iv
ing wor ld ,  accord i ng to Bateson. Biological  f()rm consists of rela
tionshi ps, not of parts, and he emphasized that th is  i s  a l so how 
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people th ink .  Therefore he  ca l led the hook i n  which  he d iscllssed 
his concept of mental  process Mind and Naturt': A NeceJJary Unity. 

Bateson had a un ique abi l i ty  to  glean insights from nature by 
i n tense observation.  This was not j ust ord inary scientific observa
tion. He was able, somehow, to observe a pla nt or animal  wi th h i s  
whole  being, vvi th  empathy and passion. And when he ta l ked 
about it he  would describe that  pla n t  in m i n u te and lov i ng deta i l ,  
using w h a t  he considered t o  b e  t h e  l anguage of na ture to talk 
about  the  general  pri nciples he derived from h i s  d i rect contact 
wi th the plant .  He vvas very taken by the bea uty  man i fest in the 
com plex i ty of nature's pa t terned rela t ionships, and the descr ipt ion 
of these patterns gave h i m  a s t rong aesthetic pleasure. 

Ba teson developed his cr i ter ia of mental process in tu i t i vely from 
his  keen observation of the l i v ing world.  I t  was clear to h im tha t  
the  phenomenon of m i nd was  i nseparably connected with the  phe
nomenon of l ife .  When he looked at the l iv ing world ,  he saw i t s  
orga niz ing activ i ty as  being essent ia l ly  menta l .  In  h i s  own words, 
"mind is the essence of being a l i ve."c i i 

I n  spite of his  clear recogni tion of the  uni ty of m i nd and l i fe
or mind and nature,  as he would p u t  i t-Bateson never asked , 
\Vhat  is l i fl' ? He never fe l t  the  need to develop a theory, or even a 
model ,  of l i v ing systems that  would provide a conceptual  frame
work for his c r i teria of mental process. To develop such a frame
work was precisely Maturana's a pproach. 

By coi ncidence-or perhaps i n t u i tion �-Maturana s truggled s i
m u l taneously with two q uestions that  seemed to him to lead in  
opposi te d i rect ions:  What  i s  the nature of l i fe ?  and What  is  cogni
t ion ' C I Eventua l ly  he d iscovered that  the answer to the fi rst ques
tion-autopoiesis-prov ided him wi th  the t heore t ical  framework 
for answering the second .  The resu l t  i s  a systems theory of cogni
tion , developed by lVlaturana and  Varela, which i s  somet imes 
cal led the  Santiago theory. 

The central insight of the Santiago theory is the same as Bate
son's-the identi fi ca tion of cogni tion, the process of k nowing, 
wi th  the process of l i t<-, .c C This represents  a rad ical expansion of 
the t rad it ional  concept of mind .  Accord i ng to  the Santiago theory, 
the bra i n  i s  not necessary for mind to exist. A bacter ium,  or a 
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plant, has no brai n  but has a mind .  The s implest orgal1 lsms are 
capable of perception and thus of cogni tion.  They do not see, but 
they nevertheless perceive  c hanges in thei r env i ronment�di fflT
ences between l ight and shadow, hot and cold ,  higher and lower 
concentrations of some chemical,  and the l ike.  

The new concept of cogni tion, the process of k nowing, i s  thus 
m uch broader than that of th i n k i ng. I t  i nvolves perception, emo
tion, and action�the ent ire process of l i fe. I n  the human rea lm 
cogni tion a l so incl udes language, conceptual th ink i ng, and a l l  the 
other  attributes of h uman consciousness. The general concept, 
however, i s  m uch broader and does not necessa r i ly  i n volve th ink
mg. 

The Santiago theory prov ides, in my v iew, the fi rst coherent 
scient ific framework that rea l ly  overcomes the Ca rtesian spl i t . 
Mind and matter  no longer appear to belong to two separate 
categories but are seen as represent ing merely d i fferent aspects, or 
d imensions, of the same phenomenon of l i fe .  

To i l l  ustrate the  conceptual advance represented by th i s  unified 
v iew of mind ,  matter, and l i fe, let  us  turn to a q uestion that has 
confused scientists and phi losophers for over a hund red years: 
What i s  the relationship between the m i nd a nd the bra i n ?  Neuro
scientists have known since the n ineteenth century that bra in  
structu res and mental functions are  i n ti mate ly  con nected , but  the 
exact relationsh i p  between mind and brain al ways remained a 
m ystery. As recently as 1 994 the edi tors of an anthology titled 
Consciousness ill Philwophy and Cognitive Neuroscience stated 
frankly  in their  i n troduction: "Even though everybody agrees that 
mind has something to do with the bra in ,  there i s  sti l l  no general 
agreement on the exact nature of this relat ionship. ' "  l 

I n  the Santiago theory the relationshiphetween mind and brain 
i s  s imple and c lear .  Descartes's characterization of mind as "the 
th ink ing th ing" (res cogitans) i s  fina l ly  abandoned . M i nd i s  not a 
th ing but a process�the process of cognit ion,  which is identified 
with the process of l i fe .  The bra in  is a specific structure th rough 
which this  process operates. The relationship between mind  and 
bra in ,  therefore, is  one between process and structure. 

The brain is, of course, not the only structure through which 
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the process of cogni tion operates.  The enti re d i ssipative structurc 
of thc organ i sm part ic ipates in thc process of cogni tion, whcther 
or not the orga n ism has a brain and a h igher nervous system. 
Moreover, recen t  resea rch ind i cates strongly that i n  the human 
orga n ism the nervous system, the i m m une system, and the endo
cr ine system, which t rad i tional ly  have been v iewed as three sepa
rate systems, in Elct form a si ngle cognit ive network :� 4  

The new synthesis o f  m i nd ,  matter, a n d  l ife,  which wi l l  bc 
explored in great deta i l  in the f()l low i ng pages, i nvol ves two con
ceptual u nifications. Thc i n terdependence of pattern and structure 
a l lows us to i n tegratc two approaches to the understand ing of 
nature that have been separate a nd in competit ion thro ughout 
Western science and phi losophy. The i nterdependence of process 
and structure a l lows us to heal the spl i t  between mind  a nd matter 
that has ha u nted our modern era ever s ince Descartes. Together 
these two un ifications prov ide  the three i n terdependent conceptual 
d i mensions for the new scientific u n derstan d i ng of l i fe .  
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Dissipative Structures 

Structure and Change 

Si nce the carly days of biology, phi losophers and scientists have 
noticed that l i v i ng forms, i n  many seemi ngly mysterious ways, 
combi ne the stabi l i ty of structure w i th the fluid ity of cha nge. L i ke 
whir lpools, they depend on a constant  flow of matter thro ugh 
them; l ike  flames, they transform the mater ia ls  on  which they feed 
to m a i n ta i n  their  act iv i ties and  to grow; but un l ike  whir lpools or 
flames, l i v i ng structu res a l so develop, reprod uce, and evolve. 

In the 1 940s Ludwig von Berta l anffy ca l led such l i v ing struc
tu res "open systems" to emphasize their dependence on conti nual  
flows of energy and  resources. He coined the term Ffic.'s
glt"ichgt"wicht ("flowing bal ance") to express the coexistence of bal 
ance a n d  flow, o f  structure and  change, i n  a l l  f(lfIl1S of l i fe . i Subse
quentl y  ecologists began to picture ecosystems in terms of flow 
d iagrams, mapping out the pathways of energy and matter i n  
various f()od webs. These studies establ ished recycl i ng as  a key 
principle of ecology. Bei ng open systems, a l l  organisms in a n  
ecosystem produce wastes, b u t  w h a t  i s  waste for one species i s  fc)()d 
fc ) r  another, so that  wastes a rc cont inua l ly  recycled a nd the ecosys
tem as a whole genera l ly  remains  w ithout waste. 
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C reen plants play a v i tal role  i n  the flow of energy thro ugh a l l  
ecological cycles. The ir  roots take  i n  water and m i neral  salts from 
tl1t' earth, and the resul t ing ju ices r ise up to the leaves, where they 
combine with carbon d ioxide (C02) from the a i r  to for m  sugars 
and other orga n ic compounds. (These i nc lude cel lu lose, the main  
structu ral c lement  of cel l wal l s . )  I n  this marvelous process, known 
as photosynthesis, solar  energy i s  converted i n to chemical energy 
and bound i n  the organic substances, whi le  oxygen is released i n to 
the a i r  to be taken up aga in  by other plants, and by a n imals,  i n  the 
process of respi rat ion.  

By blending water and minerals from below with sun l ight and 
C( )2 from above, green plants l ink the ea rth and the sky.  We tend 
to bel ieve that plan ts grow out of the soi l ,  but i n  t:1Ct most  of their  
substance comes from the a i r . The bulk of the cel lu lose and the 
other organic  compounds produced thro ugh photosynthesis con
sists of heavy ca rbon a nd oxygen atoms, which pla nts take d i rectly 
frol11 the air in the f()f ll1 of CO2 , Thus the weight of a wooden log 
comes a l most ent ire ly  from the air.  When we hurn a log in a 
fi replace, oxygen and ca rbon combine once more i n to COc, and i n  
the l ight a n d  heat o f  the fi re w e  recover part o f  the solar energy 
that went i nto making the wood. 

Figure 8 - 1  shows a pictur e of a typical food cycle. As plants are 
eaten by a n i mals ,  which i n  turn arc eaten by other an imals ,  the 
plants' nutrients a rc passed on thro ugh the food web, whi le  energy 
is d i ss ipated as heat th rough respi ration and as waste thro ugh 
excretion. The wastes, as 'Nel l  as dead an imals  and plants, a rc 
decomposed by so-ca l led decomposer orga n isms ( insects a nd bac
teria), which break them down i n to basic nutr ients, to be taken up 
once more by green plants .  I n  this  way n utrients and other basic 
elements cont inua l ly  cycle thro ugh the ecosystem, whi le  energy is 
d i ssipated at each stage. Thus E ugene Od um's d ictum " Matter 
c i rculates, energy d i ss ipa tes."2 The only waste generated by the 
ecosystem as a whole i s  the heat energy of respi ration, which is 
radiated i n to the atmosphere and i s  repleni shed cont inua l ly  by the 
sun th rough photosynthesis .  

( )u r  i l l ustration is ,  of course, greatly s impl ified.  The actual t()od 
cycles can be understood only with in  the context of m uch more 
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Figure 8-1  
A typical food cycle. 

complex food webs i n  which the basic nutr ient clements appear i n  
a variety o f  chemical compounds.  I n  recent years o u r  k nowledge 
of those food webs has been expanded and refi ned considerably by 
the Gaia theory, which shows the complex i n terweav ing of l iv ing 
and non l i v i ng systems th roughout the biosphere�plants and 
rocks, a nimals  and atmospheric gases, m icroorgan i sms and oceans. 

The Row of n utrients th rough an ecosystem's orga n isms, more
over, is  not a lways smooth and evcn, but often proceeds in pu l ses, 
jolts, and Roods .  I n  the words  of Prigogine and Stengers, "The 
energy Row that crosses I a n  orga nism I somewhat resembles the 
Row of a r iver  that general ly moves smooth ly but from time to 
time tumbles down a waterfa l l ,  which l i bera tes part of the energy 
it  conta i ns . ' "  

The understanding of l i v i ng structures as  opcn systems pro-
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\ ided a l l  i m portam lI ew perspective,  but  i t  d i d  not solve the pu:;,
zle or the coe x istence of  struc t u re and cha ngc, of ordcr a l l d  d is
si p: l t iol l ,  u ll t i l  l i p  Prigog i l l e  f( l r In u ia ted his theory of d i ss ipat ive 
structu res. I , \s  Ikr t ; I L l I l fry had combined the concepts of j-Jow and 
haLt llce to ( I L-scribe ope l l  sYstems,  so Prigogine com bined "diss ipa
t i H'" : l I ld  "st ructu re "  to e x press t he t wo secm i ngly con t rad ictory 
tendencies that coexis t  i l l  a l l  l i v i ng systems.  H owe\,er ,  Prigogi ne's 
concept or :1 d i ssi pat in' struct u re goes Ill uch fu rther than that of 
an open syst e m ,  as it : t \ S( )  i nc l udes the idea of poi nts  or i n stahi l i ty  
a t  w h i c h  new structu res a n d  f( lrmS of order  can emerge. 

Prigogine\ t heory i nt er l i n k s  the main cha racteristics of l i v i n g  
for m ,  i ll a cohere l l t  cOllcqltual  a n d  1l1:l them atic : t \  fra mework t h a t  
i m pl ies a r:ld iCi I recon cqltu a l i :;,a tion o f  m a n y  fu nc ianl l' l I t: t \  ideas 
associa ted with struCl u re--a sh ift of perception from stabi l i ty to 
i n stahi l i t y ,  fro l l l  order  t o  d i sorder,  frolll equi l ibri u m  to non
eq u i l i br i u m ,  from hei n g  to becom i ng. At  the eenter of Prigogi ne's 
\ i sion l ies the coex istence of structu re and cha nge, of "st i l l I lC ss a n d  
I l1ot ion," : IS  he eloq u e n t l y  e xpla ins  with  a rctlTcnce t o  a ll c ient 
scu lpt u re :  

E:lch grc:l t per iod of scicnce has l ed  to  some model of nature. For 
cLI", ical  ,cicnce i t  \\' ; IS the clock; for nineteenth -century science ,  
the perIod of  the I nd llstr i : I i  Revol ut ion,  i t  was an engi ne running 
down. \V hat w i l l  he the svm hol ti ,r  llS � W ha t  we ha\l' in mind 
may pcrh: lps he expressed hv a rell-rence to scul ptu re , from I n dian 
( ) r pre-Col umh ian art to our t ime. In somc of t h e  most hea ut ifu l  
rn;l I1 i rc,t; l t ions or sc u l pture, Ix i t  t h e  dancing Shiva or i n  t h e  min
I a ture tcm pks of ( ; unrcro, there :l ppe;l rs very c lear ly  thc sea rch 
t; , r  a j u nc t ion hct \\,l'l'n sti l l nl'ss and motion, t ime a r rested ;l f1d  t ime 
pass ing. \Vc hcl i l' \ l' tha t  th is  con fronta tion wil l  gi ve ou r  per iod i ts  

, un ll] uenc...s .  

Nonequilibrium and Nonlinearity 

The key to u n dersta nd i n g d i ss ipat ive  structu res is to real ize t h a t  
t h e y  I1la i n t a i n  the I l l sehl's i n  a stable statc El r froIn eq u i l i bri u m .  
This  s i tuat ion i s  S( ) d i ffer e n t  from the phenomena described by 
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classical science that  w e  r u n  i n to d i fficul ties with conventional 
l anguage. Dictionary defl n i tions of the word "stable" inc lude  
"fixed," "not  fluctuati ng," and "unvary ing," a l l  of which a rc i nac
curate to describc d i ssipativc structu res. A l i v i ng organ ism i s  char
acteri zed by cont inua l  flow and change i n  i ts metabol ism, i nvoh'
ing thousands of chemical  reactions. Chemical  and thermal 
eq ui l ibr ium ex i sts when al l  these processes corne to a ha l t. In other 
words,  a n  orga n ism i n  equ i l ibr ium i s  a dead organism.  L iv ing 
organisms cont inual l y  ma inta in  themselves i n  a state fa r from 
equi l ibri um,  which is the state of l i fe.  A l though very d i fferent 
from equi l ibr ium, this  state is nevertheless stable over long periods 
of t ime, which means that, as in a vvh i r lpool, the sa me overal l  
structure is mainta ined in spite of the ongoing flow and change of 
components .  

Prigogine rea l i zed that c lass ica l  thermodynamics, the fi rst sc i 
ence of complexity, is  inappropriate to describe systems far from 
equi l ibr ium lx'ca use of the l inear nature of i ts  mathematical  struc
ture. Close to equi l ibr ium�in the ra nge of c lassica l thermody
namics�there a rc flow processes, cal led " fl uxes," but they a re 
weak .  The system wi l l  a lways evolve toward a stationa ry state i n  
which the generation o f  entropy (or d i sorder) i s  as  smal l  a s  possi
ble. I n  other words, the system w i l l  m i n i mize its fluxes, stay ing as 
close as possible to the equ i l ibr ium sta te. In th is  range the flow 
p rocesses can be descr ibed by l inear equations. 

Farther a way from equi l ibr ium, the f luxes a rc stronger, entropy 
production increases, and the system no longer tends toward equi
l ibr ium.  On the contrary,  i t  may encounter i nstabi l i ties lead ing to 
new forms of order that move the system farther and ft rther away 
from the equi l ibr ium state .  I n  other words, fa r from eq ui l ibr ium,  
d iss ipat ive structu res may develop i nto forms of evcr- increasing 
complexity.  

Prigogine  emphasizes that the characteristics of a d i ssipative 
structure cannot be derived from the properties of its parts but are 
consequences of "supra molecular  organ izat ion."(' Long-range cor
relations appear at  the precise poin t  of transi t ion from equi l ibr ium 
to nonequ i l ibriu m ,  and from that  poin t  on the system behaves as a 
whole.  
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Far from eq u i l i b r i u m ,  the system's flow p rocesses a rc i n ter
l i n ked t h rough m u l t iple feedback loops, and the correspo n d i ng 
mathull a t ical  equations a re nonl inear .  The Llrther a d issipative 
structu re i s  from equi l ibri u ll1 ,  the greater i s  i ts complexity a nd the 
h igher is the d egree of nonl i nearity i n  the m a thematical  equations 
describing i t .  

Recogniz ing the  c r u c i a l  l i n k  between noneq u i l ibr i u m  a n d  non
l i near ity ,  Prigogi ne and his col labo ra tors developed a nonl i near 
ther mod y na l l l ics t<lr systems El r from e q u i l ibri u m ,  us ing the tech 
n i q ues of d y n a m ical systems theory, t h e  n e w  m a thematics o f  com
plexity,  which was j u st bei n g  devcloped .7 The l i near equat ions of 
cl assical thermod y n a m ics,  Prigogine noted , can be a n a l y zed in 
ter ms of point :I ttractors. W hatever the system 's i n it ia l  cond it ions,  
i t  wil l  be "att racted " towa rd a stationa ry state of m i n i m u m  en
tropy,  as c lose to equi l ibr ium as possible,  a nd i ts beh a v io r  will  be 
colll pletely prnli ctable. As Prigogine p u ts it,  systems in the l i nea r 
range tend to " forget their  in i t ia l  con d i tions."s 

( huside the l i near region the situa tion is d ra matica l l y  d i fferent. 
1\'on l i near cquat ions u s u a l l y  have more than onc sol ut ion;  the 
h igher the nonl i nea r i ty ,  t he greater the n u mber of sol utions.  This  
means that  new s i t ua tions may emerge a t  any moment.  M athe
llI a tica l ly  spea k i ng, the system encounters a bifurcation poi n t  i n  
such a case, a t  w h i c h  i t  m a y  branch o ff i n to a n  ent ire ly  new state. 
\\'e sha l l  sec lx-low t h a t  the beha vior of the system a t  the b ifu rca
tion point  ( in ot her  words,  w h i c h  one of several a v a i la bl e  new 
hranches i t  wil l  ta ke) depends on the previous h istory of the sys
lenl .  I n  the non l i near  range i n it ia l  condit ions a rc no longer "for
gotten. 

Moreover, Prigogi ne's t heory shows that  the behav ior  of a d i ssi
pat in' structu re E1r from eq u i l i bri u m  no longer t(l l iows any u n i 
\ ersa l  l a w but i s  u n i q u e  t o  t h e  system. Near  eq u i l ibr ium w e  fi n d  
repetit ive phcnoll1cna a n d  u n iversal  l a w s .  A s  we move a w a y  from 
equi l ibri u lll , vvc mO\T frolll the u n i versal  to the u n i q ue, towa rd 
r ich ness and v a riety .  This, of cou rse, i s  a wel l-known cha racteris
tic of l i fe. 

The exi stence of b i fu rcl tions at which the system may take 
sn"Cral d i ffercnt pa ths  i m plies t h a t  indeter m i nacy is  a nother cha r-
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acteristic of Prigogine's theory. A t  the b ifu rcation poi n t  the system 
can "choose"-the term i s  used metaphorica l ly-from among sev
eral  possible paths, or  states. Which path i t  wil l  take wil l  depend 
on the system's h i story and on v arious external  cond i tions and can 
never be predicted . There is  an  i r reducible random element at 
each b ifu rcation point .  

This  indetermi nacy a t  b ifu rcation points i s  one of two k inds  of  
unpred ictabi l ity i n  the theory of d issipative structures. The other 
k ind ,  which is  a lso present in chaos theory, i s  d ue to the highly 
nonl i near nature of the equations and ex ists even when there arc 
no b ifu rcations. Because of repeated feedback loops-or, m athe
matica l ly,  repeated i terations-the t in iest error in  the calculations, 
caused by the p ractical need to round off figures a t  some decimal 
point,  w i l l  inevitably add up to sufficient  uncerta inty to make 
pred ictions i m possible.') 

The indeterminacy at the b ifu rcation poi nts and the "chaos
type" unpredictabil ity d ue to repeated i terations both imply  that 
the behavior of a d i ssipative struc ture can be predicted only over a 
short t ime span .  A fter that,  the system's trajectory eludes us .  Thus 
Prigogine's theory, l ike quantum theory and chaos theory ,  re
m inds us once 1110re that scient i fic  knowledge offers but "a l im i ted 
wi ndow on the universe." 1 1 i 

The Arrow of Time 

According to Prigogine, the recogni tion of i ndeterminacy as a key 
c ha racterist ic of natural  phenomena i s  part of a prof( llJ !1d recon
ceptual i za tion of science. A closely related aspect of this concep
tual sh i ft concerns the scientific notions of i rreversibi l i ty and t ime.  

In  the mecha nist ic parad igm of Nevvtonian science, the world 
was seen as completely causal and determi nate. All  that happened 
had a defin i te cause and gave r ise to a defi n i te effect .  The future of 
any part of the system, as  wel l  as  its past, could in pr inciple be 
calculated with absolute certai n ty if i ts state at  any given t ime was 
known in a l l  deta i l s .  This rigorous determin i sm f()llI1d its dearest 
expression in the celebrated words of Pierre Simon Laplace: 



1 84 T H E  W E B  O F  L I F E  

An i ntel lect which at  a given i nstant k new a l l  the f(lrCeS acti ng i n  

nature, a n d  t h e  position o f  al l  th i ngs of  which t h e  world consists

supposing the said i n te l lect were vast enough to subject these data 

to analysis-woul d  embrace in the same filrmula the motions of 

the greatest bodies i n  the universe and those of the s l ightest atoms; 

nothing would be uncerta i n  for it, and the future, l ike the past, 

would be present to its eyes . I I 

I n  this  Laplacian determ inism,  there is no d i fference between 
the past and the future. Both arc i mpl ic i t  i n  the present state of the 
world  a nd in the Newtonian equations of motion. All  processes 
a re strictly reversible. Both future and  past arc i nterchangeable;  
there i s  no room for h i story, novelty, or  c reativ i ty .  

I r reversible effects ( such as  frict ion) were noticed i n  c lassical 
�ewtonian physics, but they were a lways neglected.  In the n ine
teenth century this s ituation cha nged d ramatical ly .  With the in 
vention o f  thermal engines, the  i r reversibi l ity of energy d i ssi pation 
in friction, v iscosi ty (the resistance of a fl u i d  to flow), and heat 
losses became the central focus of the new science of thermody
namics, which  in t rod uced the  idea  of an  "arrow of t ime ."  Concur
rently, geologists, b iologists, phi losophers, and poets al l  bega n to 
th ink about change, growth, development, and evol ution. N ine
teenth-century thought was deeply concerned with the nature of 
becoming. 

I n  c lassica l thermodynamics i r reversibi l ity, a lthough an i m por
tant feature, i s  a l ways associated w i th energy losses and waste. 
Pr igogine in t roduced a funda mental cha nge of this v iew in h i s  
theory of d i ssipative structures by showing that  i n  l iv i ng systems, 
which operate far from equ i l i br ium,  i r reversible processes play a 
constructive and ind i spensable role.  

Chemical reactions, the basic processes of l i fe, are the prototype 
of i r reversible processes. In a Newtonian world there would be no 
chemistry and no l ife .  Prigogine's theory shows how a particu lar  
type of chemica l  processes, the catalytic loops that a re essential  to  
l i v ing organisms, l "  l ead to i nstab i l i ties through repeated self-am
pl i fy ing feedback, a nd how new structures of ever- increasing com
plexity emerge at  s uccessive  bifu rcation points .  " I r reversib i l i ty," 
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Prigogi ne concluded, " is  the mechanism that bri ngs order ( Jut of 
chaos. " l l  

Thus the conceptual sh ift i n  science ad vocated by Prigogine i s  
one  from determinist ic reversible processes to indetermi nate and 
i rreversible ones .  S ince the i r reversible p rocesses arc essent ia l  to 
chemistry and to l i fe, whi le  the in tercha ngeabi l i ty of the future 
and the past i s  an in tegral part of physics, i t  seems that Prigogi ne's 
reconceptu a l i zation must be seen i n  the larger context d i scussed at  
the beginn ing of this book in  connection with d eep ecology, as 
part of the paradigm shift from physics to the l i fe sciences. I 4 

Order and Disorder 

The arrow of t ime introduced in c lassical thermodynamics d i d  not 
poin t  toward increasing order; it pointed away from it. Accord i ng 
to the second law of thermodynamics ,  there is a trend i n  physical 
phenomena from order to d i sorder, towa rd ever- increasing en
tropy. I ')  One of Prigogine's greatest achievements has been to re
solve the paradox of the two contradictory v iews of evol u tion in  
physics and biology-one of an  engine running down,  the  other of  
a l i v i ng wor ld  u n fold ing toward increas ing order a nd complexity.  
I n  Prigogine's own words, "There i s  la 1 question, which has 
plagued us for m ore than a century: What significance d ocs the 
evolution of a l i ving bei ng have in  the world descr ibed by thermo
dynamics, a world of ever- increas ing d i sorder � " I  ( ,  

In Pr igogine's theory the second law of thermodynamics i s  sti l l  
va l id ,  but the  relationship between entropy and d isorder i s  seen in  
a new l ight.  To understand this  new perception it i s  hel pful to 
rev iew the c lassical defin i tions of entropy a nd order.  The concept 
of entropy was i ntroduced in the n inetecnth century by Rudolf 
Clausius,  a Cerman physicist  and lllathematici ; l I1 ,  to I l lClsure the 
d issipation of energy i nto heat and friction . Clausius defined the 
entropy generated in a thermal process as the d i ssi pated energy 
div ided by the temperature at which the process takes place. Ac
cord ing to the second law, that entropy keeps increasing as  the 
thermal process cont inues; the d i ssi pated energy can never be re-
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covered ; and th is  d i rection toward ever-increasing entropy defines 
the a rrow of t ime.  

Al though the d i ss ipat ion of energy i n to heat and friction i s  a 
common experience, a puzzl i ng q uestion a rose as soon as the sec
ond law was for m u lated : What  e xactly causes th is  i r reversib i l i ty?  
In  Newtonian physics the effects of frict ion had usua l ly  been ne
glected because they were not considered very i mportant. H ow 
n c r ,  these effects can b e  taken i n to account  w i t h i n  t h e  Newtonian  
framework .  In  principle, scient ists a rgued, one  should be  able to  
usc Newton's l aws  of motion to descr ibe the  d issipation of energy 
at the Ien'l of molecules in terms of cascades of col l i sions. Each of 
these col l is ions i s  a reversible event, so it should be perfect ly  possi
ble to run the whole process backward.  The d iss ipat ion of energy, 
which is i rreversible a t  the macroscopic level ,  accord i ng to the 
second law and to common experience, seems to be composed of 
completely reversible events a t  the m icroscopic level. So where 
docs i r reversibi l i ty creep i n ?  

This mystery was solved a t  the t u rn  o f  the century by the Aus
tr ian physic ist  Ludwig Boltzmann, one of the great theorists of 
c lassical thermodynamics, who gave a new mean ing to the concept 
of entropy and establ i shed the l i n k  between entropy and order. 
Fol lowing a l ine of reasoning developed originally by James Clerk 
Ma xwel l ,  the founder of statist ical  mechanics, 1 7  Boltzmann de
v i sed an i ngen ious thought exper iment  to examine the concept of 
entropy a t  the molecu la r level .  I H 

Suppose we have a box, Boltzman n  reasoned, d i vided i n to two 
equa l compartments by an i maginary part it ion at the center, and 
e ight  d i st i nguishable molecules, numbered from one to e ight  l ike  
b i l l i a rd ha l l s .  How many ways  arc there to d i str ibute these part i
cles i n  the hox i n  such a way that  a certa i n  n umber of them a rc on 
the left side of the pa rt it ion and the rest on the righ t �  

F i rst, l e t  li S  p u t  a l l  eight particles o n  the left s ide.  There i s  only 
one way of doing that .  H owever, i f  we put seven particles on the 
left and one on the right,  there a rc eight d iftl'fent poss ibi l i t ies, 
beca use the si ngle particle on the right side of the hox may be clCh 
of the eight particles in turn. Si nce the molecules a re d i st inguish
able,  these eight poss ih i l i ties a l l  count as  d i fferent a r ra ngements.  
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Simi lar ly ,  there a re twenty-eight d i fferent ;l r rangements for s ix  
particles on the left and two on the right. 

A general formula for al l  t hese permutations can easi l y  be de-

t · 1  l one Arrangement Only 
(highest order) 

l"- .: 1 8 Different Arrangements 

, .. 
1 28 Different Arrangements 

I ·. 1 70 Different Arrangements 
(maximum disorder) L..---..:.. __ .L.-__ --I 
Figu re 8-2 

Boltzmann ' s  thought experiment. 

r ived.  I < )  I t shows that the number of possibi l i t ies increases as the 
d ifference between the numbers of particles on the left and right 
becomes smaller, rcach ing a max imum of seventy d i fferent ar
rangements when there i s  an equal d istribution of molecules, fou r  
o n  each side (sec figure 8-2). 

Bol tzmann cal led the d i fferent arrangements "com plexions" 
and associa ted them with the concept of order-the lower the 
number of complexions, the higher the order. Thus, i n  our exam
ple,  the fi rst state wi th al l  eight part ic les on one side d isplays the 
h ighest order,  whi le the equal d i st r ibution with f<lllr pa rticles on 
each side represents the maximum d i sorder.  

I t  i s  important  to emphasize that the concept oj" order i n tro
d uced by Bol tzmann is a thermo-dYliamic concept, where the mol
ecules a rc i n  constant motion . In our example the partit ion of the 
box is purely imagina ry, and molecules i n  random motion wi l l  
keep going across i t .  Over  t ime the  gas  wi l l  be  in  d i fferent states-
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that is ,  with d i fferent numbers of molecules on the two s ides of 
the box�a nd the number  of complexions for each of these states 
is related to its degree of order.  This  defin i tion of order in ther
modynamics i s  qu i te d ifferent from the r igid notions of order and 
equi l ibri ulll i n  Newtonian mechanics.  

Let us look a t  another example of Boltzmann's  concept of or
der.  vvhich i s  c loser to everyday experience. Suppose we fi l l  a bag 
wi th two k inds  of sand, the bottom half with black sand and the 
top half with wh i te s;l lld .  This is a state of high order; there i s  only 
one possible complexion.  Then we shake the b;lg to mix up the 
grains of sand. As the wh i te and the black sand get m i xed more 
and more, the number of possible complexions i ncreases, and with 
i t  the degree of d isorder,  unt i l  we a rr ive a t  an  equal m i x ture in 
which the sand i s  of a uni teJrm gray and there is maximum d isor
der. 

With the help of his defi n ition of order, Boltzmann could now 
analY7.e the behav ior of m olecules in a gas .  Us ing the statistical 
methods pioneered by Maxwell  to descr ibe the molecules '  random 
motion, Bol tzmann noted that the number  of possible complex
ions of any state measu res the probabi l ity of the gas being i n  that 
state. This  is how probabi l i ty is defined.  The more complexions 
there arc t( )r a certa in  a r rangement,  the more l ik el y  wil l  tha t  state 
occu r  in a gas with molecules in random motion. 

Thus the number of possible com plexions f()r a certa in  a r range
ment of rnolecules measures both the degree of order of that state 
and the probabi l i ty of i ts occurrence. The higher the n umber of 
com plexions, the greater wi l l  the d isorder be, and the more l ikely 
the ga s wi l l  be i n  that state. Boltzmann therefi ) re concluded that 
the movement from order to d i sorder i s  a movement from an 
un l ikely state to a l ikely state. By ident ify ing entropy and d i sorder 
with the number  of complexions, he i n troduced a defin i tion of 
entropy in terms of p robabil it ies .  

Accord i ng to Boltzmann,  there i s  no law of physics that finbids 
a movement from d i sorder to order, but with a random motion of 
molecules such a d i rection i s  very un l i kely.  The larger the number 
of molecules, the higher the probab i l i ty of movement from order 
to d isorder,  and wi th the enor mous number  of particles i n  a gas 
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that probabi l i ty,  fiJr a l l  practical purposes, becomes certa inty. 
When you shake a bag with whi te and black sand,  you may ob
serve the two k i nds  of gra ins  dr ift apart, seemingly m i raculously, 
to create the h ighly ordered state of complete sepa ration . But you 
are l ikely to have to shake the bag filr a few mi l l ion years for that 
event to happen. 

In Boltzmann's la nguage the second law of thermodynam ics 
means that any closed system wi l l  tend towa rd the state of maxi
mum probabil ity, which i s  a state of maximum d isorder. Mathe
m atical l y  this state can be defi ned as  the attractor state of thermal 
equi l ibr ium.  Once equi l ibr ium has been reached , the system i s  not 
l ikely to move away from i t .  At t imes the molecules'  random 
motion wil l  resu l t  i n  d i fferent states, but these wil l  be close to 
equi l ibr ium and w i l l  exist only for short periods of t i me. In other 
words, the system will  merely t1uctuate around the state of ther
mal equ i l ibrium.  

Classical thermodynamics, then, i s  appropriate to  descrihe phe
nomena at  equi l ihr ium or close to eq ui l ibr ium.  Prigogi ne's theory 
of d issipative structures, by contrast, applies to thermodyn:lInic 
phenomena fa r from equi l ibrium,  where molecules arc not i n  ran
dom motion but arc i n ter l in ked through mul ti ple feedback loops, 
described by nonl i near equations. These equations arc no longer 
dominated by point attractors, which means that the system no 
longer tends  towa rd equi l ibr ium.  A d issipative structu re main
ta ins  i tsel f fJ r  from equi l ibr ium and may evcn move f;l rther and 
f;l rther away from it through a series of b ifu rcations.  

A t  the hi furcation poi nts, sta tes of higher order ( i  n Boltzman n '  s 
sense) may emerge spontancously.  However, th is  docs not contra
dict the second law of thermodynamics. The tota l entropy of the 
system keeps i ncreasi ng, but this increase in entropy i s  not a un i
f(lfm i ncrease i n  d isorder. I n  the l iv ing world order and d i sorder 
arc always created s imul taneously .  

Accord ing to  Pr igogine,  d i ssipative structures a rc i s l ands  of  or
der in a sea of d isorder, mainta in ing and cven increasing their 
order at the expense of greater d i sorder i n  their env i ronment. For 
example, l i v ing organisms take in ordered structu res (food) from 
thei r env i ronment, use them as resou rces f(lf  thei r metabol ism, 
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a n d  d i ss ipate struc t u res of l ower order ( waste).  I n  this  way order 
"Hoats in d i sorder, " '  as Prigogi ne puts i t ,  while the overall  entropy 
k eeps i n c reasing in acco rdance w i t h  the second law.c l I  

This  new perce ption of order a n d  d i sorder represents a n  i nver
sion of tradit ional  sc ient i tlc v i ews. ,\ ccord i ng to the classical  v icw, 
for which physics was the pr inc ipa l  sou rce of concepts a n d  meta
phors,  order  is  assoc i a ted with t"lj u i l i b r i u Il 1 ,  as,  for example ,  in 
crystals  a n d  other static structu res, and d isorder with non
eq u i l ibri ul1l s i tuations,  such as tu rbule nce. In the ne'v\" science of 
com pl e x i ty ,  which ta kes i t s  i n spi ration from the web of l i fe., we 
lea rn that  noneq u i l ihr iul l l  is  a sou rce of order.  The t u rhulent  
Hows of water  a nd a i r ,  whi le  a ppea r i ng chaotic,  a rc real l y  h ighl y  
orga n i zed , exhihi t ing cOIll plex patterns o f  vortices d i v i d i ng a n d  
subd i v i d i ng again a n d  aga i n  a t  s m a l le r  a n d  smal ler  scales.  I n  l i v 
i n g  systems t h e  ord e r  a ris ing froIll noneq u i l i b r i u lI1 is  f]f more 
ev i d e n t, bei n g  I ll a n i fL'st i n  t he rich ness, d i vTrsity,  and beauty of l i fe 
a l l  a round us .  Th roughout the l i v i n g  worl d ch�los is transformed 
i n to order.  

Points of Instability 

The points of i nsta b i l i ty  ; I t which d ra m a tic a n d  un pred i c table 
events take p lace,  w here order emerges sponta neously and com
plexi ty u n fdds,  a n:  perhaps the most i n trigu i ng a n d  bsci nat ing 
aspect o f  the theory of d i ss ipat ive structures. Bd()re Prigogi ne,  the 
only  type o f  i nstabi l i ty stud ied i n  some detai l  was that  of turbu
lence,  caused by the i n ternal fri ct ion of a Howing l iquid  or gas.c  I 
Leonardo cia \' inci  made many careful stud ies of t u rbulent  Hows 
of water,  and in the n i neteenth century a series of experiments was 
undertaken that  showed that a n y  flow of \yater or air  wil l  becollle 
t u rhule nt  at s u fficient ly  high vcl oci t y- --i n other words, at suHi 
c i e n t l y  l a rge "di sta nce" froll l  e q u i l i b r i u m  ( t h e  motion less state).  

Prigogi ne's stud ies showed th;l t this is  not t r ue f( ) r  chemical  
reactions.  Chelll ical  i n stabi l i t ies w i l l  not a u tomat ica l ly  a ppear hr 
from equi l ibr ium.  They req u i re the presence of cata lyt ic  loops, 
which br ing the system to the poi n t  of i nstabi l i ty t h ro ugh repeated 
sel f-a m p l i fying fccd b;l c k .2 C These p rocesses combine two d i fferent 
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phenomena: chemical  reactions a nd d i ffusion (the physical  fl o w  of 
molecules due to d i fferences in concentration) .  Accord i ngly, the 
non l i near equations descr ibing them a re cal led " reaction-d i ffusion 
equations." They form the mathematical core of Prigogine's the
ory, al lowing for an  astonish ing range of behaviors . .' 3 

The Brit i sh biologist Br ian  Goodwin  has  appl ied Prigogine's 
mathematical  techn iques in a most i ngenious way to model the 
stages of development of a very specia l  s ingle-celled a lga . .' 4 By 
setting up d i fferent ia l  equations that i n terrelate patterns of cal
c ium concentration i n  the a lga's cell  flu id  w i th the mechanical  
properties of the cel l  wa l l s, Good win and his  colleagues were able 
to ident ify feedback loops in a self-organ iz ing p rocess, in which 
structu res of increasing order emerge at successive  b ifurcation 
pOI n ts .  

A bifu rcation poin t  i s  a threshold of stabi l i ty a t  which the d i ss i
pat ive structure may either break down or break th rough t o  one 
of several new states of order.  What  exact ly  happens a t  th is  cr i tical  
poi n t  depends on the system's previous h i story. Depen d i ng on 
which path i t  has taken to reach the poin t  of i nstab i l i ty ,  i t  w i l l  
fol low one or another of t h e  ava i lable branches a fter t h e  bifurca
tIon . 

This i m portan t  role of the h i story of a d issipative structure at  
cr it ical  points of i ts further development, which P rigogine has 
observed even i n  s imple chemical  osc i l lat ions,  seems to be the 
physica l  or igin of the connection between structure and h i story 
that i s  cha racteristic of all l i v ing  systems. L iv ing structure, as  we 
sha l l  see, is a l ways a record of prev ious development . .' 'i 

At the b ifurcation poin t ,  the d issipative structure a l so shows an  
extraord inary sensitiv i ty to  smal l  fluctuations i n  i ts env i ronment .  
A t iny random fluctuation, often cal led "noise," can ind uce the 
choice of path.  S ince a l l  l iv ing systems exist  in  continua l ly  fluc tuat
ing envi ronments, and since we can never know which fluctuation 
wi l l  occur at  the bifurcation poi nt  j ust a t  the " right" moment, we 
can never pred ict  the future path of the system. 

Thus a l l  determin ist ic descr iption breaks down when a d issipa
tive structure c rosses the b ifu rcation poi nt .  M i nute fluctuations i n  
the env i ronment w i l l  lead to the choice o f  the branch i t  w i l l  fol -
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low. And since, i n  a sense, i t  i s  those random tluctuations that lead 
to the emergence of new forms of order, Prigogine has coined the 
phrase "order th rough tl llctllations" to descrihe the si tuation. 

The equations of Prigogi ne's theory a rc determini st ic equations.  
They govern the system's behav ior hetween hifu rcation points,  
while random tluctuations are decis ive at  the points of i nstabi l i ty .  
Thus "sel f-organ ization processes i n  far-froll1-eqlli l ibr iul1l coml i 
tions correspond t o  a del icate i nterplay hetween chance a n d  neces
sity, bet\veel1 tluctuations and determin i st ic l awS."2 (, 

A New Dialogue with Nature 

The conceptual sh ift i m pl ied in Prigogi ne's theory i nvolves several 
c losely i nterrelated ideas .  The descr iption of di.isipativc _itructurcs 
that exist  fClr .Ii-om equilibrium req u i res a nonlillear mathematica l 
for mal ism,  capable of model i ng m u l tiple i n ter l in ked feedback 
loops. I n  l i v i ng orga nisms these arc catalytic loops (that is, non
l inear,  irrcvt'r_iible chemical  processes) ,  which lead to instabilities 
through repeated self-ampl ify ing feedback.  When a d issipative 
structure reaches such a poi nt  of instabi l i ty, cal led a bifurcatioll 
point, an element of indeterminacy enters i n to the theory. At the 
bifu rcation poi nt  the system's behavior i s  i n herently Ullprt'dictablc. 
I n  particula r, new stru ctu res of h igher orda and complexity may 
emerge spontaneously.  Thlls sel f-orga n izat ion,  the spontaneous 
emergence of order , resu lts from the combined effects of non
equ i l ihr ium,  i r reversibi l ity, feedback loops, and i nstab i l i ty .  

The radical  natu re of P rigogine's v i s ion i s  apparent from the 
fact  that these fundamental  ideas were rarely add ressed in trad i 
t ional science and were often g iven  negative con notations.  This i s  
evident i n  the  vcry  language used to express them.  NOIl 
equi l ibri um,  l1on l i nea r i ty .  in st;lbi l i ty, indetermi nacy, and so on,  ;l re 
a l l  negative formulations. Prigogi nt, believes th:1t the conceptual 
sh ift impl ied by his thcory of d i ssipative structures is not only 
crucial  for sc ienti sts to understand the nature of l i fe, but wi l l  a lso 
help us to i ntegrate ourselves morc ful ly  i nto nature .  

Many of the key characteristics of d i ss ipat ive structures-the 
sens i t iv i ty to smal l  changes in the e n v i ronment, the releva nce of 
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prnious h istory a t  cr i tical  points of choice, the u ncerta i n ty and  
unpredictabi l i ty of the  fut ure-are revolutionary new concepts 
from the poi n t  of v ie w  of classical science hut a rc an i n tegra l pa rt 
of human experience. S ince d i ss ipative structures a re the basic 
structures of al l  l i v i ng systems, i nc lud ing human bei ngs, this 
should perhaps not come as a great surpri se .  

I nstead of bei ng a machine, n ature at  la rge turns out to he more 
l ike  h uman nature-u npredi ctahle, sensit ive to the surroundi ng 
worl d ,  infl uenced by smal l  fl uctuations. A ccord i ngl y, the appro
priate way of approaching nature to  learn ahout her complexity 
and bea uty is not through domination and contro l ,  hut through 
respect, cooperation, and d ia logue. I ndeed , I 1ya Prigogine  and I sa
hel le  Stengers gave their  popular  book,  Older out of Chao.i, the 
suhtitle " Man's  New Dialogue w i th Nature." 

In tht' detnmin istic world of Newton there i s  no  h istory and no 
c reat iv ity.  I n  the l i v i ng world of d i ssipative structu res h i story plays 
an importan t  role, the future i s  u ncnta in ,  and this u ncerta in ty is 
at  the heart of c reat iv i ty .  "Today," Prigogine  reflects, "the world 
we see outside and the world we sec wi th in  are converging. This 
conycrgence of two worlds i s  perhaps one of the i mportant  cu l 
tura l  events  of our  age."2 7  
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Self-Making 

Cellular Automata 

\\' hen l I y a  Prigogi ne devel oped h i s  theory of d issipative struc
t ures,  he looked for the s i m plest exam ples he could descrihe math
ematica l l y .  H e  fou n d  them i n  the cata lyt ic  loops of chemical  osc i l 
lat ions,  a lso k nown a s  "chem ica l c locks. " 1  These a re n o t  l i v i n g  
systems, b u t  the s a m e  k i n d s  of catalyt ic  loops are central  to the 
metabol ism of a cel l ,  the s im plest k nown l i v i ng system.  Therefore 
P rigogine's  modd a l lows LIS to understand the essent ia l  structural  
tl'atu res of cdls  in terms o f  d iss ipative struc tu res. 

H U lllbcrto Maturana and Francisco Va rda t(ll lowed a s i m i l a r  
strategy w h e n  they devdoped thei r theory of a utopoiesis,  the pat
tern of organ i za tion of l i v i ng systems." They asked themsel ves: 
'vVhat i s  the s im plest embod i m e n t  o f  a n  a u topoietic network that  
can be desc r ihed m a thematica l l y ?  L i k e  Prigogi ne, they fou n d  that  
even the s i m plest cdl was too complex t(lr a ma thematical  model . 
On the other h a n d ,  t hey a l so real i zed that  s i nce the pattern o f  
a u topoiesis i s  t h e  defining c h a racterist ic of a l i v i n g  system ,  there i s  
no a utopoiet ic  system i n  n a tu re s impler  than a c d l .  S o  i n stead of 
looking for a natu ra l  a u topoietic system, they decid ed to s i m u la te 
one w i th a com puter p rogram .  
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Their  a pproach was a n a logous to the Daisyworld model J ;l I1lCS 
Lovelock designed several  yea rs la ter . )  But vv hcre L()\clock 
l ooked for the s i m plest m a thematical  s im ulat ion of a planet w i th a 
biosphere that  would regu b te i ts te m peratu re, f'v1aturana a n d  
Va rela l ooked for t h e  s i m plest s i m ula tion of a network of cel l u la r  
processes embod y i ng a n  a u to]loicric pattern of org;l I1 izat ion.  This  
meant  t h a t  they had to d esign a computer  program s i m u la t i ng a 
network of p rocesses, i n  which the fu nction of each com ponent  is  
to help produce or transform other componellts i n  the network.  
As in  a cel l ,  this  a u topoietic network wou ld a l so h: l vc to C fC:l tc i t';  
own bou n d a ry,  which would part ic ipa te i n  the nctwork of pro
cesses a n d  at the same t ime dehne its  extension.  

To hnd a n  a ppropr iate m a thematical  tec h n i que / ( )r  this  t: lsk , 
Francisco Va rel a exa m ined the ma thematical  models  of se lf
orga n i zi ng networks developed i n  cybernetics.  The b i n a ry nl't
works pionee red by McCul loch and Pitts  i n  the I <J40s did not offe r 
sufhcient  complexi ty to s i m u la te a n  : lllto poietic net work,  I but sub
seq uent network models,  k nown a s  "ce l l u la r a u tomata,"  t u rn ed 
out to prov i d e  the ideal  tec h n i q ues. 

A cel l u l a r  a u tomaton is  a recta ngu l a r grid of regu b r  squ:l res, or 
"ce l l s,"  l i k e  a chess boar d .  Each cel l can ta ke on a n u m be r  of 
d i ff<:rent  v a l ues and has a deh n i te n u m her of neighbor cel l s  th: l t  
c a n  i n fl uence i t .  The pattern,  o r  " state," of the e n t i re grid cha nges 
in d i sc rete steps accord i n g  to a set o f  "tra n sit ion ruks" that a pplv 
s i m u l taneously to every cel l .  Cel l u l a r  a u tomata a rc usual lv  as
sumed to be completely deter m i n ist ic,  hut random c l ements cm 
easily be i ntrod uced i n to the ru les, as we shall  sec. 

These m a thematical  models a rc ca l l ed "automata" hecl use thn 
were i n vented origi n a l l y  by John von Neum a n n  to construct sdf
d u pl icat ing machi nes. A l though such m a c h i n es were Ile\cr 11 l l i l t ,  
von Neumann showed i n  a n  abstract a nd clega nt \\":1)'  th:l t ,  i n  
pri nciple,  t h i s  coul d  b e  done.)  S i nce then,  cel l u l a r  : lutolll : l ta h a \  c 
been widdy used both to model natu ral systems a ll d  to i n n'llt  :l 
l arge n umber of m:lthematical  ga mes.l ,  Pe rhaps the hcst- k nowil  
exam ple is  the ga m e  " L i fe," i n  which each cel l CI I l  ha\c one of 
t wo v a l ues-say, "black" or " w h i te"-a nd the seq ucIlce of states 
i s  deterll1 i ned by th ree s im pic rules, ca l led "bi rt h," "dea til." : 1 11 < 1  



1 96 T H E  W E B  O F  L I F E  

"surv ivaL ' "  The ga m e  can p rod uce a n  a m a z i ng var iety of pat
terns,  SOllie of them "move";  others rema i n  stable; yet other pat
terns osc i l la te  or  behave  in more complex m a n n e rs.K  

\V h i le cel l u la r : l l I tomata were used by profess ional  a n d  amate u r  
llIathem:ni c ians  t o  i ml'nt  n u merous ga mes, t h e y  were a l so s tudied 
extens in· ly  as m a thematica l  tools ri J r  sc ient i rlc models .  Becl \Ise of 
thei  r networ k st ructu re and thei  r a bi !  i ty to accom 1l1Odate  l a rge 
n U lllbers of d isc rete var i ables,  these mathematica l  ri Jrl11s were soon 
recogn i i',l'( 1 as an excit ing a l t c rn atin' to d i ff('rentia l  equations for 
Illodel i ng complex systems.') I n  a sense, the two a p p roaches� 
d i ffe rentia l  equ: l t ions and cel l ul a r a u toll1 a ta�can be seen a s  d i f
fe rent matlll'mat ica l  fra m eworks correspond i ng to the two d i st inct  
cOllcept u a l  d i mensions-- , structure a n d  patte r n�of the theory of 
l i \' ing systems. 

Simulating Autopoietic Networks 

[n t he ear ly  I ()7( )s  Francisco \ 'a rela  rea l i zed that  the step-by-step 
seq uences of cel l u l a r a l l tomat:l , w h ich a rc idea l  fi J r  computer s i m 
u la t ions,  provided h i m  wi th  a powe r fu l  tool { i J r  s i m u l at ing a u to
poi cric networks .  r ndeed, in 1 974 Va rela s ucceeded in con structing 
the a ppropriate computer s i m u l a tion together with jvLi t l l rana  and 
computer sc ientist  Ricardo U ribe . '  ( I  Their cel l u la r  a u tomaton con
si sts of a grid i n  w h i c h  a "cata lyst" and two k i n d s  of e lements 
m()\ T  randolll l y  :l I1d i n teract with one a nother i n  such a way that  
fu rther  e lements  of both k i nd s  may be p rod uced ; others  m a y  d i s 
:I ppe:l r ,  a nd certa i n  el ements I l lay  bond with  each  other  to form 
c h a i n s .  

I n  the  computer pri n touts of the  gr id ,  the "cata lyst" i s  m a rked 
hy a sta r (*). The fi rst k i nd of element,  w h i c h  i s  p resent in great 
n u m bers ,  i s  ca l led a "substrate ekment" a n d  i s  ma rked by a c i rc l e  
(0 ) ;  the second k i n d  i s  ca l led a " l i n k "  a n d  i s  m a r ked b y  a c i rc le 
i n s ide a squa re ([2]). There a rc th ree d i ni:renl k i n d s  o f  i nterac
tions and transti J rll1a t ions ,  Two s ubstrate c lements may coalesce i n  
the p resence of t h e  catal yst t o  p rod uce a l i n k ;  several  l i n ks m a y  
"bond "�that  i s ,  they m a y  st ick together- to f()fIn a c h a i n ;  a n d  
a n y  l i n k ,  e i ther  free or  bon d ed i n  a c h a i n ,  m a y  d i s i n tegrate aga i n  
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i n to two substra te clements.  Eventual ly  a cha in  may a l so close 
upon i tself. 

The th ree in teractions a re d efi ned symbol ical ly  as fd lows. 

1 .  Production: • + 0 + 0 -> • + [Q] 

2. Bonding: [QJ + [QJ -> [Q}-@ 
[Q}-@ + [QJ -> @}-@--[QJ 

etc. 

3. Disintegration: [QJ -> 0 + 0 

The exact mathematical prescriptions (the so-ca l led algor i thm) 
for when and how these processes take place are  quite elaborate. 
They consist of numerous rules for the nlOvements of the va rious 
clements and for their m utual i n teractions.  1 1 For example, the 
rules for motion i nc lude the f() l low ing: 

Substrate clements are a l lowed to move only i n to u noccupied 
spaces ("holes") i n  the grid,  whi le  the catalyst and the l i n ks may 
d i splace substrate elements, pushing them i n to ad jacent holes. 
The cata lyst may s imi lar ly  d isplace a free l i n k .  
The catalyst a n d  the l inks  m a y  a l so excha nge places wi th a 
substrate clement and th us can pass freel y through the sub
strate. 
Substrate elements, but not the catalyst or the free l i n ks, may 
pass through a cha in  to occu py a hole beh ind i t. (This s imu lates 
the semi permeable membranes of cel ls . )  

Bonded l i nks i n  a cha in  cannot move a t  a l l .  

With i n  these ru les the actual motion of the  elements a nd many  
deta i l s  of their  m u tual  i nteracti()ns�prod ucti()n, bondi ng, and  
d is integration�are chosen at  random. 1 2 When the  s imulation i s  
run on a computer, a network of  in teractions i s  generated , which  
in volves many random choices and thus may generate many d i f-



1 98 T H E  W E B  O F  L I r E  

ferent scq ucIlces. Thc :i LI thors were a ble  to show that  some of 
those seq uen ces generate stable a u topoictic pa tterns .  

A n  exam ple of s t ich a scq uence frolll their  paper, s hown In  
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Stage 4 

Computer simulation of autopoietic network. 

SCVCIl st:lges, is  reprod uced in fig u re ()- l .  I n  t h e  i n i ti:d st:l te (st:lge 
one) one s pace i n  the grid is occ u pied by the catalyst  a nd a l l  the 
others by the su bstrate dements. I n  stage two several  l i n k s  h a v e  
been produced : l f ld ,  accord i n gl y,  there :l fC nov'· several holes i n  the 
gri d .  I n  stage th ree more l i n k s  have been p rod u ced and some of 
them h:l ve bon d ed . The p ro d u c tion of l i n k s  and the formation of 
hon d s  both i n c rC:lsc a s  the s im u la tion p roceeds through s tages tiltH 
to s i x ,  :l Il d  in s tage seven we sec that t h e  c h a i n  of bondnl  l in ks has 
c losed u pon i tsel f, enclosing the ca u l yst,  three l in k s, :l fl d  two sub
strate clem e n t s .  Thus t h c  ch:l i n  h a s  f()rrned an enclosure that  is  
penetrable for t h e  substra te c lements but  not fi)r  the catalyst .  
Whene\"(.'f such a s i t lu tion occ u rs, the c losed c h a i n  Ill a y  stabi l i ze 
i tsel f  a n d  become the bOll n d a ry of a n  :l u topoietic n etwork . I n deed , 
this  h appened i n  th is  parti c u la r seque nce. S u bseq uent stages of the 
com p u ter  run showed t h a t  occasion a l l y  some l i n k s  in the bou n d 
a r y  ,vou l d  d i s i n tegr:l te, but  that  t hese woule !  even tua l ly  b e  re
p laced by new l i n k s  p ro d l l ced i n s ide the enclosllre in the p resence 
of tbc catalyst .  
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I n the l ong run the chain continued to f()fIn a n  enclosure for 
the catalyst, whi le  i ts l i n k s  kept d is integrating and being replaced . 
I n  this  way the membrane-l ike chain became the boun d a ry of a 
network of transf()rm ations w h i l e  at the same t ime participating 
i n  that network of processes. In other words, an autopoietic net
work was s im ul ated . 

W hether or not a seq uence of this  s i m ulation wi l l  generate an 
autopoietic pattern d epends crucia l ly  on the d i si ntegration proba
bi l ity-that is,  on how often l i n k s  wi l l  d i s integrate. Si nce the del i
cate bala nce of d is integration and "repair" i s  based on random 
motion of substrate elements th rough the membrane,  random p ro
d uction of new l i n ks,  and random m otion of those new l i n k s  to 
the repa i r  site, the mem brane w i l l  remain stable only i f  a l l  those 
processes arc l i kely to be completed bef()re fu rther d isi ntegra tions 
occ u r. The a uthors showed that with very small d isi ntegration 
probabi l ities v iabl e autopoietic patte rns can ind eed be achieved.  I l 

Binary Networks 

The cel lular  a utomaton designed by Va rela and his  col leagues was 
one of the fi rst examples of how the sel f-orga nizing networks of 
l i v i ng systems can be s i m ulated . Over the past twenty years many 
other s im u lations have been studied, and i t  has been demonstrated 
that these mathematical models can spontaneously generate com
plex and highly ordered patterns,  exhibiting some i m portant pr in
ciples of the order fou nd in l iv i ng systems. 

These stud ies i ntensified when it was recognized that the newly 
d eveloped techniques of dynam ical systems theory-attractors, 
phase portraits, bifu rcation d i agram s, and so on-can be used as 
effective tools to anal yze the mathematical network models.  
Equi pped with these new techniques, scienti sts once m ore stud ied 
the binary network s  developed in the 1 940s and [(lUnd that even 
though these are not autopoietic networks, their  analysis  leads to 
surprising i nsights about the network patterns of l i v ing systems.  
Much of this  work has been carried out by evol u tiona ry biologist 
Stuart Kauffman and h is  col leagues at the Santa Fe I nstitute i n  
N e w  Mexico. 1 4  



200 T H E  W E B  O F  L I F E  

Si nce the study of complex systems w i th the help of a ttractors 
and phase port raits  i s  very much assoc i a ted w i t h  the development 
of c haos theory, i t  was n a t u ra l  for K a u ffma n  a n d  his col l eagues to 
ask : W hat  is  the role of chaos in l i v i ng system s ?  We a re st i l l  far 
from a ful l  a nswer to th is  question,  but  Kauffm a n's  work has 
resul ted i n  some \ 'Cry excit i ng ideas.  To understand these, we need 
to take a closer l ook at b i n a ry networks.  

A b i n a ry network consi sts of nodes capabl e  of two d i st inct  v a l 
ues, conventiona l l y  l abeled O N  a n d  O F F .  I t  is  thus  more restr ic
t ive than a cel l ula r a utomaton, w hose cel l s  may take on more t h a n  
t w o  v a l ues. On the other h a n d ,  t h e  nodes of a b i n a r y  network 
need not be a rra nged in a regular  grid but can be i n te rconnected 
i n  more complex ways.  

Figure 9-2 
A simple bi nary network. 

B i n a ry networks a re a l so c a l led " Boolean networks" a fter the 
Engl ish lll;l thematic ian G eorge Boole,  who used b i n a ry ("yes-no") 
operat ions in the m i d�ni neteen t h  cenl  my to develop a symbolic 
logic k nown a s  Boolean a lgebr;l. Figure ()-2 shows a s imple b inary,  
or Boolean ,  network w i th s i x  nodes, each con nected to t h ree 
neighbors,  w i t h  two nodes bei ng ON (drawn in black) a n d  fr >ln 
bei ng OFF ( d r a w n  i n  w h i te). 

A s  in a cel l u la r  a u tomaton,  the pattern of ( )N -OFF nodes in a 
b i n a ry network changes i n  d isc rete steps. The nodes arc  cou pled 
to one a nother in such a way t h a t  the v a l u e  of each node is  d etcr-
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m i ned by the prior va lues of neighbori ng nodes accord i n g  to some 
"swi tching rule." For exam ple, for the network pictured i n  figure 
9-2 we may choose the f()l lowing switching ru le: A node wi l l  be 
ON at the next step if at least two of its neighbors a rc ON at this  
step, a n d  OFF i n  a l l  other cases. 

s�uen� A @ @ @ 
@ @�@ Sequence B .""----' 

Sequence C @::J 
Figure 9-3 

Three sequences of states in  b inary network. 

Figure 9-3 shows th ree sequences generated by this  rule.  We sec 
that sequence A reaches a stable pattern with all the nodes OJ'\; 
a fter two steps; sequence B takes one step and then osci l lates be
tween two complementary patterns;  whi le  the pattern C i s  stable 
from the start, reprod ucing i tself at every step. To ana lyze se
quences l i k e  these m athematical l y ,  each patte rn ,  or state, of the 
network is  defined by six b inary (ON-OFF) v a r i ables. At each step 
the system passes from a definite state to a specific successor state, 
determi ned completely by the switching r u le .  

A s  i n  systems described by differential c9lJation5, each state can 
be pictured as a point i n  a s ix-di mensional phase space. I ) As the 
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network cha nges step by step from one state to the  next, the suc
cession of states traces a tra jectory in that phase space. The concept 
of attractors i s  used to classify the trajectories of d i fferent se
quences. Thus i n  our exam ple the sequence A,  w h ic h  moves 
tov\·ard a stable state, is associated with a poi n t  a ttractor, whi le  the 
osc i l la ti ng sequence B corresponds to a period ic attractor. 

Ka u ffina n  and his colleagues have used these binary netwo rks 
to model enormously complex systems-chemical and biological 
networks conta in ing thousands of coupled va riables, which could 
never be desc ribed by d i fferential  equations . i  (, As i n  our s imple 
exa mple,  the  sllccession of states i n  these complex systems is  asso
ciated with a tra jectory in phase space. S ince the nu mber of possi
ble states in any binary networ k is fi ni te, even though it may be 
extremely la rge, the system m ust even tua l l y  return to a state it has 
a l read y  encou n te red . When that  h appens the system wil l  p roceed 
to the same successor state as i t  d i d  before, because its behavior is 
com pletely determined.  Consequently i t  will pass repeatedly 
th rough the same cycle of states. These state cycles arc t h e  periodic 
(or cvcl ical)  att ractors of the binary network .  Any binary network 
m ust h;1 \"(' at  least one period ic attractor but may have more than 
one. Left to i tsel f� the system will eventual ly settle down to one of 
its attractors and will remain there. 

The period ic attractors, each embedded in i ts own basin of 
attraction, arc the most i m porta n t  mathematical fc·atu res of binary 
networks.  Extensive resea rch has shown that a wide variety of 
l i v ing systems--· inc luding genetic networks, i m m une systems, 
neural networks, orga n  systems, and ecosystem s--can be repre
sented by binary network s  exh i bit ing several alternative attrac
tors . i  7 

The d i fferent state cycles in a binary network may v a ry greatly 
i n  length . In some networks they can be enormously long, inc reas
i ng exponential ly as  the n um be r  of nodes increases. Kauffma n  has  
detl ned the a ttractors of those enormousl y long cycles, which i n 
\'olve bi l l ions and bil l ions of d i fferent states, as  "chaotic," si nce 
their length , fiJr all p ractical p u rposes, i s  infi n ite. 

The detailed anal ysis of l a rge binary networks in terms of their  
attractors confi r med what the cyherneticists had a l read y  c1i scov-
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ered in the 1 940s. A l though some networks a rc chaotic, in\'oh i n)2. 
seemingly random sequences and i n fi n i tely long attLlctors, othl'fS 
generate smal l  attractors correspond i ng to pattl'fns of high order. 
Thus the study of b inary network s provides yet another perspec
t ive on the phenomenon of self-orga ni zation. !\ictworks coord inat
ing the m utual activi ties of thousands  of c lemcnts  m;l )' exhibit  
vastly ordcred dynamics. 

At the Edge of Chaos 

To investigate the exact relat ionship bet wcen order and ch;lOs i n  
these models,  Kauffman exami ned many complex binary net
works and a va riety of switc h i ng rules, i nc lud ing networks in  
which the number of " inputs," or l i n ks, i s  d ifferent for d ifferent 
nodes. He fillll1d that the behavior of these com plex wcbs el l1 bc 
summarized i n  terms of two para meters: N, the n u mher of nodes 
in the network, and K, the a verage number of in puts to clch node. 
For val ues of K above two-that is,  for m u l t iply in tercoll nected 
networks-the behavior is  chaotic, but as  K gets sllla l l e r  ; l l1d a p
proaches two, order crysta l l i zes. A l ternati vel y, order C I I l  ;ds ( )  
emerge a t  l a rger va l ues of K i f  the switch ing rules a rc "hiascd"-
for cxample,  i f  there are more possibi l i t ies for ( ) � than for ( )FF .  

Detailed studics of the  tra nsi tion from chaos to  order have 
shown that  binary networks develop a "frozen corc" of ell'lllcnts 
as  thc va lue of K approaches two. These a rc nodes that rcm;l i n  in 
the same configuration , either ON or ( )FF,  as the sysll'! I1 goes 
through the state cycle. As K comes even c loser to two, the frozen 
core creates "wal ls  of constancy" that  grow across the ent i re S\'5-
tem, parti tion i ng the network i nto sepaLl te is la nds of changing 
elements. These is lands a rc fu nctional ly  isola it'd.  Changes in the 
behavior of one island can not pass th rough the frozen corc to 
other is lands.  If K decreases further, the is lands ,  too, lx'collle fro
zen; the periodic attractor turns i n to a poi nt a ttractor, a n d  the 
e n ti re network reaches a stable, frozell patter n .  

Thus complex bi nary networks exhihit  three broad regi mcs of 
behavior:  an ordered regime with frozen cOlll poncnts, a chaotic 
regime with no frozen components ,  and  a bouf1(b ry region h('-
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tween order and  chaos where frozen components j ust beg1l1 to 
"melt ." Kauffman's  central  hypothesis is that l i v i ng systems exist  
i n  that bou n d a ry region near the "edge of chaos." H e  a rgues that 
deep i n  the ordered regime the is lands of activ i ty would be too 
smal l  and  isola ted for complex behavior  to propagate across the 
sYstem. Deep in the chaotic regime, on the other hand,  the system 
would he too sensit ive to smal l  pertu rbations to m a1 l1ta in its orga
nization.  Thus natu ra l  selection may favor and smta i n  l i v ing sys
tuns "at the edge of chaos," because these may be best able to 
coord i nate complex and tkxibk behavior, best able to adapt and  
e\'oh e. 

To test h is  hypothesis, Kauffman applied h is  model to the ge
netic networks in l i v ing orga nisms and was able to der ive  from it 
several surpris ing a nd rather accu rate predictions. l S The great 
achinements of molec ula r biology, often described as  "the crack
i ng of the genetic  code," have made us think of the strands of 
genes i n  the D1'J A as some k ind  of biochemical  computer execut
ing a "genetic progra m."  However, recent  research has  i nc reas
ingly shown that this way of thi n k i ng i s  qu i te erroneous. I n  EICt, i t  
is as inadequate as  the meta phor of the bra i n  as  a n  i n formation
proccssing computer. l "  The complete set of genes in a n  orga nism, 
the so-ca l led genome, t( )rms a vast in terconnected network, rich i n  
feedback loops, i n  which genes d i rectly a nd i n d i rectly regul a te 
each other's act iv it ies. I n  the words of Francisco Va rela,  "The 
genome is  not a l i near  a rray of i n dependent  genes (manifesting as 
tLl i ts )  but a highly i nterwoven network of m u l tiple rec iprocal 
effects mcdi ; l ted th rough repressors and derepressors, exons and 
introns,  j u m ping genes, and  even  structural  proteins. " ..' 1 1 

\Vhen StU;l rt  Kauffma n  bega n to study this  complex genetic 
web, he noticed that each gene i n  the network is  d i rectly regulated 
hv on ly  a kw other genes. Moreover, i t  has been k nown s ince the 
1 ')6()s that the activ i ty of genes, l ike  that of neurons,  can be mod 
eled i n  terms of binary ( ) N-(  )FF v a l ues. Thcref()rc, K a u ffma n  
reasoned, b inary networks  should b e  appropriate model s f()r ge
nOllles. I ndeed, this turned out to be the case. 

A, genome, then, i s  modeled by a b inary network "at the edge of 
chaos"-that is,  a network with a frozen core and sepa rate is lands 
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of changing nodes. It w i l l  have a relat ively smal l  n U Illber of state 
cycles, represented in phase space by periodic attractors embedded 
i n  separate basins of attraction . Such a system can u ndergo t,yO 
k i nds  of perturbations.  A " m i n i m a l "  pertu rbation is a n  accidental 
temporary fl ipp ing of a binary element i nto i ts opposite state. I t  
turns out that  each state cycle o f  the model i s  rema rkably stabl e 
under those m i n i m a l  perturbations. The changes tr iggered by the 
perturbation rem a i n  conti ned to a pa rticular isl a nd of activity, and 
after a whi le  the network typica l l y  returns to the original  state 
cycle. I n other words, the model exhibits the property of homeo
stasis, which is  characteristic of all l i v i ng systems. 

The other k ind  of perturbation is  a permanent structural 
change in the lH::'twork�for example, a change in the pattern of 
connections or i n  a swi tch ing rulc�that corresponds to a m uta
tion in the genetic system.  Most of these structural  pertll rbations, 
too, change the behav ior of the edge-of-chaos network only 
s l ightly.  Some, however, may push its trajectory i nto a d i fferent 
basin of att raction, which results in a new state cycle and thus a 
new recurrent pattern of behavior .  K a u ffm�lI1 sees this  as a plausi
ble model  for evolut ionary adaptation: 

Networks on the bou ndary between order and chaos may have the 
flexibi l i t y  to adapt rapid l y  and successful l y  th rough the accumuLl
tion of useful  var ia tions. I n such poised systems, most mutations 
have small consequences because of the systems' homeostatic na
ture.  A few mutatiolls, however, cause la rger cascades of change. 
Poised systems wi l l  therefore typica l l y  adapt to a changing em" i 
ronment gradual ly ,  but  if necessa ry, they ran occasiona l l y  change 
rapidly . 2 1 

A nother set of i mpressive expla natory features i n  K a u ffma n's 
model concerns the phenomenon of cel l d i fferentiation i n  the de
velopment of l i v i ng organisms.  I t  i s  wel l-k nown that all cel l types 
in an orga nism, in spite of thei r vcry d i fferent sha pes and func
tions, conta i n  roughl y  the same genetic instructions.  Developmen
tal  biologists have concluded from this  fact that cel l types d i ffer 
from one another not because they contain d i fferent genes, but 
because the genes that a re active in them d i ffer .  I n  other words, 
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t h e  s t ructu re of a genetic nel\\'ork i s  the  same i n  a l l  ce l l s ,  but t h e  
pa tterns of ge net ic  act i v i ty arc  d i ff(Ten t ;  a n d  s ince d i fferent  pat
terns of genet ic  ; lct i v i ty cor respond to d i fferent  state cycles in the  
binary networ k ,  Kau ffm a n  suggests that  t h e  d i fferent  cel l  types 
may correspond to d i ffe rent state cycles a n d ,  accor d i ngly ,  to d i f
fe rent  a t t ra c tors.  

This "a t tractor model" of cel l  d i fferent iat ion leads to severa l  
i n terest ing p redictiol l s  . .' .' Each ce l l  i n  t h e  human body conta i n s  
about I ( )O,( ) ( ) ( )  genes. I n  ; 1  binary network of t h a t  s ize,  t h e  possib i l i 
t ies of d i fferent  pat terns  of gene  e x p ression a rc astronom ical . 
H O\\'evCf,  t h e  number of a ttractors i n  such a network a t  t h e  edge 
of chaos i s  approxi m;l tc Iy  equal  to  the square root of the nu m ber 
of i t s  c lements .  Thcrc/( )re a network of I OO, ( ) ( ) ( )  genes should ex
p ress i t se l f i n  about ) 1 7  d i fferent  ce l l  t ypes. This  n u mber, d e r i v ed 
from vcry genera l  fea t u res of Kauffma n 's model , comes rem a r k 
a b l y  c lose to t h e  2')4 d is t i nc t  ce l l  ty pes i d e nt ified i n  h u mans .  

K ;l l l ftman h; ls  ;dso tested h i s  a t t ractor model  w i t h  p red i c t ions 
of the n u m be r  of cel l  types t( ) r  va rious other species a n d  h a s  found 
th; l t  t hose, too, scc m to be  rebted to t h e  n u mber of genes. Figure 
9-4 shows h i s  results  t( n several  species . ." The n um be r  of ce l l  
types a n d  the n l l mber of a t t ractors of t h e  correspond i n g  bi n a ry 
network s  a rc seen to r ise ,  more or l ess in pa ra l le l ,  w i t h  the  n u mber 
of genes.  

;\ not h e r  two predict ioll s  of K a u ffman's  a t t ractor model concern 
the sLl b i l i t y  of ce l l  t y pes.  Si nce t h e  frozen core of the  bi n;l ry  net
wor k is  ident ica l  for a l l  a t t ra ctors, a l l  cel l types in  a n  orga nism 
should cx p rcss most ly t h e  same set  of genes a nd shou l d  d i ftcT by 
the expressiolls of only a s m a l l  percen tage of gent's. This is indeed 
t h e  case t( ) r  a l l  l i v i n g  orga n i sms. 

The a t t r;l c tor model a l so suggests that new ce l l  t y pes a rc c reated 
i n  the p rocess o f  development by push i ng t h e  system from one 
basin of a ttract ion i n to a nother .  Si nce each bas in  of a tt raction has 
only  ;1 few a d j accnt  ba s ins, any si ngle cel l  t y pe should d i fferent ia te 
by t( ) l I owing p;l t h w;IYS to i t s  few i m mediate neighbors, from t h e m  
to a few a d d i t ional  neigh bors, a n d  s o  on,  u n t i l  the  fu l l  s e t  of cel l  
types has becn created.  I n  other  words, cel l  d i fferen t i a tion should 
occ u r  a long sllccessivc  branch ing pa t h vvays .  I ndeed,  i t  i s  common 
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Figure 9-4 
Relationships among the number of genes, cell types, and 

attractors in the corresponding bi nary networks for different 

species. 
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k nowledge among biologists tha t /()r a lmost six hund red m i l l ion 
yea rs all cell  d i fferentiation in m u l ticel l u la r organisms has been 
organ i zed along such a pattern .  

Life in Its  Minimal Form 

I n addition to developing computer s imulations of various self
organiz ing networks-both autopoicric and nonautopoietic-bi
ologists and chemists have a l so succeeded, more recently,  in syn
thesizing chemical  ;nJtopoietic systems i n  the laborator y .  This pos
sibi l i ty was suggested on  theoretical grounds  by Francisco Varela 
and Pier Luigi Luisi  i n  1 98<) and was subsequently rea l ized in  two 
k inds  of experiments by Luisi  and his col leagues at the Swiss 



208 T H E  W E B  O F  L I F E  

Poly techn ical U n iversi ty (ETH) i n  Zurich:' " These new concep
tual  and experimental  developmen ts have greatly sharpened the 
d i scussion of what consti tu tes l i fe i n  its minimal f()flTI . 

A utopoiesis, as we have seen,  is defined as a network pattern in  
which the function of each component is to participate i n  the 
prod uction or transf( lfrnation of other components. The biologist 
and phi losopher Gai l  Fleischaker has summarized the properties 
of an a utopoietic network in terms of th ree er i teria :  the system 
must be self-bounded,  self-generating, and self-perpetuating." 'i To 
be .ielf-bolllzded means  that  the system's extension is  determi ned by 
a boundary that i s  an i ntegral part of the network. To be .it'lf
[;cl1t'Jatil1g mea ns that  a l l  components, inc luding those of the 
boundary,  arc p roduced by p rocesses within the networ k .  To be 
.ie(f-pt'lpetuatin[; means  that  the production processes cont i n ue over 
time, so that all components are cont inua l ly  replaced by the sys
tem's processes of transf()rmation.  

Figure 9-5 
Basic Shape of a " Micelle" Droplet 

Even though the bacterial  cel l  is the s implest  a u topoietic system 
f()und in nature, the recen t  ETH experi ments showed that chemi
cal structures satisfying the criteria f()r autopoietic organ iza tion 
can be produced i n  the laboratory.  The hrst of these structures, 
suggested by Luisi  and Varela in their theoretical paper, i s  k nown 
to chemists as  a "micel le ."  I t  i s  basical ly  a water dro plet sur
rounded by a t h i n  layer of tadpole-shaped molecules with water
a ttracting "heads" and water-repell i ng "tai ls" (see hgure ()-'5) .  

Under special c ircumstances such a d ro plet may host  chemical  
reactions producing certai n  components, which orga n i ze them-
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selves i n to the very bou ndary m olecules that bui ld the structure 
and provide the condi tions for the reactions to take place. Thus a 
s imple  chemical autopoietic system is created. As i n  \'a rela 's  com
puter  s imulation, the reactions arc enclosed by a hou n d a ry assem
bled from the very prod ucts of the reactions. 

After this  fi rst exam ple of autopoietic chem istry,  the researchers 
at ETH succeeded i n  creating a nother type of chem ical structure 
that is even more relevant  to cd l u l a r  processes, because its main 
i ngredients-so-called LItty acids-a rc thought to  haw' heen the 
material f<lr primordial  cel l  wal ls .  The experiments consisted in 
producing spherical water d roplets surro unded by shel l s  of those 
fatty substances, which have the typical sem i permeable structure 
of biological membranes (hut without their protein com ponents) 
and generate cata lytic loops resu l ti ng i n  a n  a ll topoietic system. 
The resea rchers who carried out the experi ments specu la te that 
these k inds of system s  may have heen the fi rst closed sel f- repro
ducing chemical structures before the evol ution of the bacterial  
cel l .  If  this  i s  t rue, i t  would mean that scienti sts haw' now suc
ceeded i n  re-creating the fi rst m i n i ma l  fimlls of l i fe .  

Organisms and Societies 

Most of the rescl rch in the theory of autopoicsis, so f Ir ,  has been 
concerned with min imal  autopoietic systems--simple cel ls ,  COIll 
puter s im ulations, and the recen tly  discovered a ll topoietic chemi
cal  structures. M uch less work has  been done on studying the 
autopoiesis of m u l tice l l u la r organ isms,  ecosystems, and socia l  sys
tuns. C urrent i deas about the network patterns in those l i v i ng 
systems a re there fi)fe sti l l  rather specu la tivc .2 1 1  

A l l  l i v ing systems a re networks of smaller components, :md the 
web of l i ft, as a whole is  a mult i layered structure of l i v i ng systems 
nesting within other l i v i ng systems-networks within networks.  
( hga nisrns a re aggregates of autonolllous but closely coupled cel ls ;  
populations a rc networks  oj" autonomous orga nisms belongi ng to a 
single species; and ecosystems a rc webs of organisms,  both single 
cel led and m ul ticel l ul a r, belonging to many different species. 

What is  common to all these l i v i ng systcms is  that thei r smal les t  
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l i v ing components are a lways cel ls ,  and therefore we can confi
dently say that all l i v ing systems, ult imately, are autopoietic. How
eYer, it is also i n teresting to ask whether the la rger systems f()rmed 
by those a u to(loietic cel l s-the organisms,  societies, and ecosys
tems-arc in themse lves a u topoietic networks.  

In their  book The Tree (l Knowledge, Maturana and Va rda 
argue that our cu rrent k nowledge about the deta i l s  of the meta
bol ic padnvays in  organisms and ecosystems is  not sufficient to 
give a clear answer, and hence they leave the q uestion open: 

What we can say i s  that I m u l ticel l u l a r  systems I ha ve operationul 

c/o.,tlFe i n thei r organization: thei r identity is specified hy a net
work of dy nam i c  p rocesses whose effects do not leave the network. 
But regarding the expl ic it  f(JrIl1 of that  organ ization, we shal l  not 
speak fu rthn." � 
The authors  then go on to poi n t  out that  the three types of 

m u l ticel lu lar  l iv i ng systems-organisms,  ecosystems, and societ
ies-d iffe r great ly  in  the degrees of a utonomy of their  compo
nents. In organisms the cel lu lar  components have a m i n i llla l  de
gree of independent exi stence, whi le  the components of h u man 
societies, ind iv idua l  h u m a n  beings, h a ve a maximum degree of 
autonomy, enjoy ing many dimensions of independent existence. 
"-'ln imal  societies and ecosystems occupy various places between 
those two extremes. 

H uman societies are a specia l  case because of the crucial role of 
language, which Maturana has identified as  the cri tical phenome
non in  the development of h uman consciousness and cul turc.c S 
W h i l e  the cohesion of socia l  i nsects is based on the exchange of 
chemicals between the ind iv iduals ,  the socia l  un i ty of h uman soci
eties is based on the exchange of language. 

The com ponents of an  orga nism exist  for the organism's func
tioni ng, but h uman socia l  systems exist also for their compollents, 
the indiv idua l  human beings. T h us, in  the words of Maturana and 
Varela :  

The orga n ism restricts the  individual c reat iv i ty of i ts com ponent  
u n i ties, as  these uni ties exist  [( )r  that  orga n i s m .  The human socia l  
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system ampl ifies the i n d i v idual  crea t i v i ty o f  its components, a s  that 
systcm exists f( ) r  these componcnts. "! 

( > rgan isms a n d  h U llla n  societies a rc therd()fe \T ry d i fferent 
types o f  l i v i ng systems. Tot;d i tar ian  pol it ica l  regi mes h a \"C o ften 
severely restr icted the a u tonomy of t hei r me mbers a n d ,  in doing 
so,  have depcrsonal izul  a n d  d e h u m a n i zed them.  T h u s  fascist soc i -
eties fu nction more l i k e  o rga n i sms,  a n d  it is not a coi ncid ence that  
d ictators h i ps have often been fond of u s i ng the I l letaphor o f  soc i 
e t y  as a l i v i ng orga n i s m .  

Autopoiesis in the Social Domain 

The q uestion of whether h u m a n  socia l  systems c a n  be described as 
a utopoict ic  has been d i sc ussed q u i te extensively,  a n d  d i fferent  a u 
thors h a ve proposed va rious a nswers. , I I  T h e  central  p roblem is  
that  a utopoiesis has been defi ned precisely only for system, i n  
physical  space a n d  f ( ) r  com pu t e r  s i  m u la t ions i n  ma t hematica I 
spaces. Because of the " inncr  wor l d "  of concepts, ideas,  a nd sym
bols  that  a ri ses w i t h  human thought,  consciousncss, a n d  la nguage, 
h u m a n  soc i a l  systems exist not only in the physical  d o m a i n  but 
a l so in a sy mbol i c  soc i a l  d o m a i n .  

Thus a h u m a n  fa m i l y  can be desc ribed a s  a biologicd syste m ,  
d e fi n ed b y  certa i n  blood relat ions,  b u t  a l so a s  a "conceptual  sys
Inn ," defi ned by certa i n  roles and rela t ion s h i ps that may o r  m a v  
n o t  coi ncide w i th any blood rela t ionships a m o n g  i ts  members.  
These roles depend on social  co]Wcntioll  a nd m a y  v a ry consider
ahly i n  d i fferent periods of t i me ;l I1d d i ffe rent c u l tu res. For e x a m 
p l e ,  i n  contem porary Western c u l t u re the r o k  o f  " f;l thcr"  may be 
fu l fi l l ed by the biological b t her,  a foster father ,  a stepLl ther,  a n  
lI ncle,  or a n  o l d e r  brother. [ n  other words, these roles a rc not 
ohjective f<:a t u res of the b m i ly system but a rc f-kxihle and conti n 
ua l l y  renegoti a ted soci a l  con structs . '  I 

W h i l e  beh a v ior in the physical  d o m a i n  is gmT r I1ed hy cali se 
a nd effect,  the so-ca l led " laws of n ;l tllrc," beh a v ior i n  the socia l  
domain i s  governed by rules  generated by the social  system a n d  
often cod ified i n to la w.  T h e  c r u c i a l  d i ff<:rence i s  that  soc i a l  rules 
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can be broken, but natura l  laws cannot.  Human beings can choosc 
\\·hether a n d  how to obey a social  ruk; molecu les cannot choose 
whether or not they should interact.  L' 

C i vcn the , i ll l u i ta neous existence of soc ia l  systcms i n  two do
mains,  the physical and the socia l ,  is i t  meaningful to apply the 
concept of a utopoiesis to them at  a l l ,  and  i f  so, in  which domain 
should it be a ppl ied � 

,\fter lea v i ng this  q uestion open in their  book, Maturana and 
\'a rda have expressed separate and sl ightly d i fferent v iews. 
;\, h tULI ILI d ocs not sec human soc ia l  systems as bei ng a u ropoietic, 
but rather as  the medi u m  in  which human bei ngs rea l i ze their 
biological  a utopoicsis th rough " languaging." ' l  Varela a rgues that 
the concept of a nctwork of production processes, which is  a t  the 
vcry core of the defin i tion of autopoiesis, may not be appl icable 
bevond the physical domain,  but that a broader concept of "orga
n i za tional c losure" can be deh ned for socia l  systems. This broader 
concept is  s imi lar  to that of a utopoiesis but docs not specify p ro
cesses of p roduction . ' 1  A utopoiesis, i n  Varela 's  v iew, can be seen 
as a specia l  case of organiza tional  closu re, manifest at the cel l u l a r  
lncl ;l Il d  in  certa in  chemical  systems.  

( hher authors have asserted that a n  a utopoietic socia l  network 
call be defined if the d escription of human social systems remains  
enti rely \v i th in the socia l  domain .  This school of thought was  
pioneered in  Cermany by sociologist ;\;iklas  Luhmann,  who has 
dncloped the concept of socia l  a utopoiesis in  considerable deta i l .  
Luhmann's  central poi nt i s  t o  identify t h e  socia l  processes of the 
a utopoictic network as processes of com m u nication: 

Socia l  systems l i SC communicat ion as their pa rt icula r  mode of 
autopoicric reproduction.  Their elements arc comm u n ications that 
a rc . . .  prod uced and  reproduced hy a network of communica
t iolls and that  can not exis t  outside of such a ncrwork . "  

:\ fam i l y  system, (or example ,  can he deh ned as a network of 
C O I1 \  ersations exh ibit ing inherent c i rcular i ties. The results of COI1-
\'C rsa tions gin' rise to fu rther conversations, so that sel f-a mpl ify
ing feedback loops ;l rc f(lfIl1ed .  The closure of the network resu lts 
in  ;1  sha red systell1 o( hel iefs,  explanations,  and va lues�a context 
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of mea n ing-that IS continua l ly  sustai ned by further conversa
tions. 

The com m unicative acts of the network of conversations in
clude the "self-production" of the roles by which the va rious fa m
i ly  m embers a re defined and of the Ll ln i ly  system's boundary.  
Si nce a l l  these processes take place i n  the symbolic socia l  domain ,  
the  boundary cannot be  a physical boundary .  I t  i s  a boundary of  
expectations, confidential i ty,  loyalty, and so  on.  Roth the  fun i l y  
roles and boundaries are continua l ly  maintai ned and renegotiated 
by the a utopoietic network of conversations. 

The Gaia System 

W hereas the debate on autopoiesis in socia l  systems has been very 
l i ve ly  over the past few years, i t  i s  surpris ing that there has been 
a l most total s i lence on the q uestion of a u topoiesis in ecosystems .  
One would have to  agree with  Maturana and Varela that  the 
many pathways and processes in an ecosystem a re not yet k nown 
in sufficient deta i l  to decide whether such an ecologica l nenvork 
can be described as a utopoietic. However, it \vould certa i n l y  be as 
i n teresting to begin d i sc ussions on a u topoiesis with ecologists as i t  
has been with socia l  scientists. 

To begin with, we can say that a function of �d l components i n  , I  
food web is  to transform other components within the same web. 
As plants take up i norga n ic matter from their envi ronment to 
prod uce organic  compounds, and as  these compounds are passed 
on through the ecosystem to serve as food f(n the production of 
m ore complex structures, the ent ire network regulates itself 
through m u l tiple feedback loops. i i, I nd iv idual  components of the 
food web cont inual ly  die,  to be decomposed and replaced by the 
network 's own processes of transf( )f Jllat ion.  Whether this i s  suftl 
cient to define a n  ecosystem as autopoietic remains  to be seen and 
depends, among other th ings, on a clear understan d i ng of  the 
system's bounda ry. 

When we shift: our perception from ecosystems to the planet as  
a whole, we encounter a global network of processes of prod uction 
and transf()rmation, which has been described i n  some deta i l  i n  
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the C;l ia theo ry by l a mes Lovelock a n d  Ly n n  Margu l i s. ' 7  I n  fact, 
toc lay  there may Iw morc evidence fo r the a utopoietic nature of the 
C;l ia system than fi )r  that o f  ecosystems. 

The pLlI let ; lry svstCl l 1  operates on a very la rge scalc in space a n d  
a l so i n \"olvcs l o n g  t ime scales.  I t  i s  thus not s o  easy t o  t h i n k  of 
C ;a ia as bei ng : d i ve i n  a conc rete manner .  I s  the whole planet a l ive  
or j ust certa i n  pa rts � ,\ nd i f  t he la t ter,  w h i c h  parts ?  To help u s  
picturc Gaia  as a l i v i ng systc m ,  Lovelock has s uggested a tree a s  
a n  ana logy. ;� A s  t h e  tree g rows, there i s  only  a t h i n  l a y e r  o f  l i v i ng 
cel ls  a round i t s  peri mcter, j ust beneath the bar k .  A l l  the wood 
i n side, mor c  than (i7 per c e n t  of the tree, is dea d .  Si m i lar ly ,  the 
E:l r th  is  covered with a th in  l a yer of l iv i ng org:l ll isms-the bio
spherc- reach ing down i n to the ocea n about five to s i x  m i l es a n d  
u p  i nt o  t h e  at ll10sphere about t h c  sa me d i sta nce. S o  t h e  l i v i ng part 
of ( ; :l i a  i s  but a t h i n  fi l m  a round the globe. I f  the pla net i s  repre
sented by :1  globe the sizc of a basketba l l  with the ocea ns a n d  
countries p:l i ntnl  o n  i t ,  t h e  thick ness of t h e  biosphere wou l d  be 
j us t  about the th ickncss of the pain t l  

I ust a s  the ba rk of a tree protects the tree's t h i n  la yer of l i v ing 
t is,ue from da mage, l i fe on Ea rth i s  su r ro u nded by the protect ive 
lanT of a tmosphere, which shie lds  llS from u l traviolet l ight  and 
other h a r m ful i n f l uences a n d  keeps the planet 's  tem pe rature j us t  
rIght fi ) r  l i fe to Nou rish .  N"ei ther the a tm osphe re above u s  nor t h e  
roc ks below us a rc :d i n" but both have been shaped a n d  t ra ns
for med consider: lbly by l i v i n g  orga nisms,  j ust l ike the bark a nd 
the wood of t h e  t ree. ( ) uter space a n d  the Ea rth's i nterior a rc both 
p:l rt of C ;a ia 's  en\" i ro n m c n t .  

To sec whether  t h e  C ; : l i a  system can i ndeed b e  described as a n  
a utopoiet ic nl' t wor k ,  l e t  us a ppl  y t h e  th ree cr i  tc r ia  proposed by 
C ;a i l  Flc ischakcr . ' ' l C; l i ; l  i s  d di n itely .iclfboundt'd a t  least  as fa r as 
the outer bounda ry,  t h e  at mosphere, is  conce rned.  Accord i ng to 
t he C ; : l i :l theo ry ,  the E;l rth's atmosphere i s  crea ted , tranSf( ) f llled,  
a n d  m a i n ta i ned by t h e  biosphere's metabol ic processes. Bacteria 
play a crucia l  role in these processes , i n fl uencing the rate of chemi
cal  rc.l c t ions : lnd t h us act i ng as the biological equiva lent  o f  the  
enzymes I n  a cel l .  I I ) The at I l losphere i s  sem i permeable, l i k e  a ce l l  
l11embr:l n(', a n d  1 ( ) f Ins  a n  i n tegral part  of the pla neta ry networ k .  
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For example, i t  c reated t h e  protective greenhouse i n  which early 
l ife on  the planet  was able to untdd three bi l l ion years ago, even 
though the sun was then 25  percent less l u m inous than i t  i s  now." 1  

The Gaia system is  also clearly .il,(rgcnerating. The planetary 
metabol ism converts i norganic  substances i n to orga nic,  l i v i ng mat
ter and back i n to soi l ,  oceans, and a i r .  All components of the 
Gaian network, inc lud ing those of i ts atmospheric boundary,  arc 
prod uced by processes wi th in  the network .  

A key characteristic of Gaia is  t h e  complex i n terweaving o f  
l i v ing and non l i v i ng systems within ; 1  si ngle web. T h i s  resu l ts i n  
feedback loops of vastly d i ffl' f ing scales. Rock cycles, for example, 
extend over h u n d reds of m i l l ions of yea rs, while the organisms 
associated with them have very short l i fe spa ns .  I n the meta phor 
of Stephan Harding, ecologis t  and col laborator of James Lovelock:  
" Li v i ng beings come out of rocks and go back i nto rocks ."4 2  

Final ly, the Gaia system i s  evidently .iefrpCipctuating. The com 
ponents of the oceans, soi l ,  and  a ir ,  as wel l as a l l  the organisms of 
the biosphere, are continua l ly  replaced by the planetary processes 
of production and transformation.  I t  senns, then, that the case for 
Gaia being an autopoietic network is very strong. I ndeed, Lynn 
M a rgul is, coauthor of the Gaia theory, asserts contldent ly :  "There 
is  l i ttle doubt that the planetary patina-i ncluding ourselves-is 
autopoietic :'4 l 

The contldencc of Lyn n  Margulis  i n  the idea of a planeta ry 
a utopoietic web stems from th ree decades of pioneering work i n  
microbiology. To understand t h e  com plexity,  d i versity, and sel f
organizing capabil ities of the Gaian ne!\vork,  a n  understa n d i ng of 
the microcosm-the nature, extension, metabol ism, and evol ution 
of microorganisms-is absol utely essentia l .  Margulis has not only 
contributed a great deal to that  u ndersLlI1 d i ng within the scientitlc 
commun ity but has a lso been able, in collaboration wi th Dorion 
Sagan ,  to expla in her rad ical  d iscoveries in  c lea r and engagi ng 
la nguage to the lay reader." "  

Lik o n  Earth began around 3.'5 bi l l ion yea rs ago, and t(lr the 
fi rs t  2 .0  b i l l ion yea rs the l i v i ng wor l d  consisted enti rely of micro
orga nisms. During the tl rst b i l l ion  years of evolution,  bactcria
the most basic f()rms of l i fe-covered the planet with an i n tricate 
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web of metabol ic  p rocesses and began to regulate the temperature 
and chemical  composition of the atmosphere so that i t  became 
conducive to the evolu tion of h igher for m s  of l i fe." ')  

Plants,  a n i m als ,  and h umans a rc latecomers to the Earth, hav
ing emerged from the microcosm less  than one bi l l ion years ago. 
Even today the v i sible l i v ing organisms function only because of 
their wcl l -ckveloped connections wi th the bacter ia l  web of l ife.  
"Far  from leav ing microorganisms behind on an evol ution;lry 
' ladder, '  " writes M a rgul i s, "we arc both su rrounded by them and 
com posed of them . . . .  I We have to l  th ink of ourselves a nd our 
env ironment as a n  evolutionary mosa ic  of microcosmic l ife ."" (' 

Dur i ng l ife's long evolu tionary h istory, over <J<J percent of a l l  
species that ever existed have become extinct, b u t  t h e  planetary 
web of bacteria has survived, con ti n uing to regulate the conditions 
f()r l i fe on Earth as i t  has t(Jr the past three bi l l ion years. Accord
ing to M a rgul is, the concept of a planetary a u topoietic network is 
j ustified because all l i fe is embedded i n  a self-orga nizi ng web of 
bacteria,  i nvolv i ng elaborate networks of sensory a nd control sys
tems that we a rc only begin n i ng to recognize. Myriad bacteria,  
l i v i ng i n  the soi l ,  the rocks, and the oceans,  as  wel l as  inside a l l  
plan ts, an imals ,  and h umans,  contin ua l l y  regulate l i fe on Ea rth : 
" I t  is the growth, metabol ism, and gas-exchanging properties of 
microbes . . .  that  form the complex physical and chemica l feed
back systems which modula te the biosphere in which we l ive. " " 7 

The Universe at Large 

R dkcting on the planet as a l i v i ng being, one is natural ly  led to 
ask questions about systems of even l a rger sca les .  I s  the sol a r  sys
tem an autopoietic networ k ? The galax y ?  And what about the 
UnIverse as  a whole? I s  the u n iverse a l ive ' 

Regarding the solar system, we can say with some confidence 
that i t  does not a ppear to be a l i vi ng system.  I ndeed, it was the 
stri k i ng d ifference between the Earth and all other planets i n  the 
sol a r  system that led Lovelock to for m u la te the Gaia hypot hesis .  
As far as  our galaxy, the l\1i l k y  Way, i s  concerned, we a rc no
where near to hav ing the data necessa ry to e n terta i n  the q uestion 
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o f  whether i t  i s  a l ive,  a n d  \vhen w e  shift ou r perspective t o  the 
universe as a whole we also reach the l i m i ts of conceptual ization. 

For m a ny people, i nc l ud ing myselt� i t  i s  philosophica l ly  and 
spir i tual ly  more satisfying to assume that  the cosmos as a whole is 
a l ive, rather than th i n k i ng of l ik on Earth existing within a l i fe
less u n i verse. Within the framework of science, however, "ve can
not-or, at  least, not yet-make such s tatements.  I f  we apply ou r 
scientific  cr i teria f(lr l i k  to the entire u n i verse, we encou nte r  seri
ous conceptual d i  Hic ul tics . 

L i v i ng systems a re defi ned as being open to a consta nt  How of 
energy and m atter. But  how can we t h i n k  of the u n i verse, which 
by defi ni tion incl udes everythi ng, as  an open system � The q ues
tion does not seem to make any more sense than to ask what 
happened before the Big Bang. I n the word s of the renowned 
astronomer Sir Bernard Lovel l :  

There w e  reach t h e  gre�lt harr ier  o f  though t . . .  I feci a, though 
I 've ,uddenly d riven i nto a great t( lg barrier where the LlIll i l ia r  
world h a s  d i sa ppea red . 4 s  

O n e  thing w e  call s a y  a bout t h e  univCfse is t h a t  t h e  potential  t( l r  
l i te exi sts i n  abundance thro ughout t h e  cosmos. Resea rch o v e r  the 
last few decades has p rovided a fa i rly  c lear picture of t he gcologi 
cal  a nd chemica l  katu res on the ea r ly  Earth th:l t made l i fe  poss i 
ble.  We have begun to understand how more and more complex 
chemical systems d eveloped a nd how they tC lf llled catalytic cycles 
that, eventual ly,  evol ved i nto autopoicric system s.  j ' J 

Observing the u n i ve rse at la rge, and our ga laxy in partic u b r ,  
astro nomers h a v e  d i scovered t h a t  the characteristic chemical com
ponents found in a l l  l i fe a rc p resen t in abundance. For life to 
emerge from these compounds, a del icate bala nce of telll peratures, 
a tm ospheric pressu res, water content, and so on is req u i red.  Dur
ing the long evolution of the ga laxy,  it is l i kely that this  ba la nce 
was : lchieved on many pla nets in the bi l l ions of pla netary systl'ms 
the gala xy conta i n s. 

Even in our sola r system, both Ven us and Mars p robably had 
oceans in  thei r ca r ly  h istory in which l i fe could have emerged . ) l i  
B u t  Ven us was too close t o  t h e  s u n  t() r  a slo\v pace o f  evolution. I ts 
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oceans eva porated , and eventual ly  the hyd rogen was spl i t  off from 
the water molecules by powerfu l  u l trav iolet radia tion a nd escaped 
i nto space. We do not know how M a rs l ost i ts water; we only 
know that  it did .  I A)velock speculates that perhaps Mars had l i fe 
in the early stages and lost it i n  some catastrophic event, or that 
hyd rogen escaped bster than on the early Earth because of the 
m uch wea ker force of grav i t y  on Mars.  

Be that as  it  may,  i t  seems that l i fe "al most" evolved on Mars 
and that i n  a l l  l i kel i hood it d id evol ve and is  fl ourish i ng on m i l 
l ions of other pla nets th roughout t h e  u n iverse. T h u s  e v e n  though 
the concept of the u niverse as  a whole being a l i ve is problem atic 
within the fra m ework of presen t-day science, we can say with 
con t-idencc that l ife i s  probabl y present i n  great abunda nce 
throughout the cosm os. 

Structural Coupling 

Whercver we sec l i fe, from bacteria to la rge-scale ecosystem s, we 
obsefYe networks with com ponents that i n teract with one a nother 
in such a way that the entire network regulates and orga n i zes 
itself. S ince these com ponents, except for those i n  cel l u b r  net
works,  a rc themselves l i v ing systems, a real istic p icture of auto
poietic networks m ust incl ude a d escription of how l i v i ng systems 
interact with one a nother and,  more genera l ly ,  with the ir  environ
ment.  I ndeed , such a descri ption is  an i n tegral part of the theory 
of a utopoiesis developed by Maturan;t and Varela.  

The central cha racteristic of an a utopoietic system is  that it  
undergoes conti nual  structural changes whi le  p reserving i ts web
l i k e  pattern of orga n i zation. The com ponents of the network con
t inual ly  prod uce and transform one a nother, a nd they do so in two 
d istinct ways. One type of structural changes a re cha nges of self
renewal.  Every l iv i ng orga nism con tin ual ly  renews i tsei C  cells 
brea k i ng down a nd bui ld ing up structures, tissues and orga ns re
placing their cel ls  in con t i n ual cycles. I n  spite of this  ongoing 
cha nge, the organism mai ntains i ts overall identity,  or pattern of 
orga n i zation. 

Many of these cyclical  changes occ u r  m uch faster than one 
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would i m agine.  For e x a m ple,  o u r  pa ncreas replaces most u f  i t s  
cel l s  e v e r y  twenty-fo u r  hou rs, the cel ls  of o u r  stomach l i ni ng a rc 
reproduced every t h ree d a ys,  o u r  w h i te blood cel ls  a rc rencvved i n  
t e n  d a ys, a n d  t)H perce n t  of  the protei n i n  o u r  b ra i n  is  tu rned O\er 
i n  less than one month .  Even more a m a z i ng, our s k i n  repl an's i ts 
cel ls  a t  the rate of onc h u n d red thousa nd cd l s  per m i n u te. [ n  bct,  
m ost of the d ust  i n  o u r  homes consists of dead skin cel ls .  

The second type of structural  changes i n  a l i v i ng system a rc 
cha nges i n  which new structu res a rc c rea ted-new connections i n  
t h e  a utopoictic networ k .  These cha nges of the second type·-d e
vc\opmental  rather than cyc l ica l-a l so take pbce con t i n ua l l y ,  e i 
ther as a conseq uence of e n v i ronmental  i n f l uences or as a res u l t  of 
the system's i n ternal  d y n a m ics.  Accord i ng to the t heory of a uto
poiesis,  a l i v i ng system in teracts wi  th i ts en vi ron men t th rough 
"structural  cou pl i ng," that  is, th rough rec u r re n t  i n teLlctions,  each 
of which triggers s tructu ral cha nges in the system . For e x a m ple, a 
cel l membrane con t i n u a l l y  i ncorpora tes s ubsta nces from i ts  e n v i 
rOll ment  i n to the cel l 's m e tabol ic  processes. A n  org;l I1 i sm's  ne f \ OUS 
system cha nges i ts con nect iv i ty  with every sense percepti o n .  These 
l i v ing systems a re a u tonomous, howevcr. The e n v i ronment  o n l y  
t r iggers the structural  cha nges; i t  docs n o t  spec i fy or d i rect 
them.�  I 

Structural  coupl i ng, as deti ned by Maturana a n d  \ 'a rela , cstab
l i shes a c lear  d i fference between the ways l i v i ng and non l i v i ng 
system s i nteract with their  e n v i ronments .  K i c k i n g  a stone a nd 
k ic k i ng a dog a rc tV'l/O very d i HcTent  stories, as G regory Bateson 
,va s  ftJlld of poi n t i ng out .  The stone w i l l  react to the k ick accord 
i ng to a l i near c h a i n  of ca use a n d  effect. I t s  behav ior can b e  ca lcu
la ted by applyi ng the bas ic  laws of  l\:ewto n i a n  mechanics .  The 
dog wi l l  rC'jJond with s tructura l  changes accord i ng to  i ts own n a 
t u re a n d  (nonl i ncar)  pa ttern of orga n izat ion.  The res u l t i ng bcha \ 
ior is genera l ly  u n prnl icuble.  

As a l i v i ng orga n i s m  respond s  to e n v i ro n l l l cntal  i n fl uences w i th 
struct u r a l  cha nges, t hese cha nges w i l l  i n  tu rn a l te r  i t s  fu t u re be
havior .  I n  other words, a s tructura l ly  coupled system is  a learn i ng 
system. As long as i t  re m a i n s  al ive,  a l i v i ng orga n i slll w i l l  couple 
structu ra l l y  to its  e n v i ronment. I ts con t i n u a l  structu r a l  changes i n  
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response to the e n v i ron ment-a nd con seq uently i ts  cont i n u i ng ad
aptat ion,  l ea rn i ng, and development-arc key cha racteristics of 
the behav ior of l iv i n g  beings. Becausc of i ts  structura l  coupling, 
we ca l l  the beh a v i or of a n  a n i ma l  i n te l l igent but  would not apply 
that  tL"fm to the beha v ior of a roc k .  

Development and Evolution 

As it keeps i nteract i ng with  its e n v i ronment,  a l iv i ng orga nism 
wi l l  undergo a seq uence of structural  changes, and over  t ime i t  
w i l l  for m  i ts own,  i n d i v id ual  pathway o f  structural  coupl ing.  A t  
a n y  poi n t  o n  th i s  pathway, the structure o f  the organ i sm i s  a 
record of p rev ious structural  changes a nd thus of p revious i nterac
t ions.  Li v i ng structure i s  a l ways a record of p revious development, 
and on togeny-the cou rse of development of an i nd iv i d u a l  organ
i sm-is the orga n i sm's  h i story of structural  changes. 

]\.,:o\\", si nce an orga n is m 's structure at any poi n t  in i ts develop
m e n t  i s  a record of i ts previous structural  changes, and si nce each 
structural  c hange i n tl uen ces the orga nism's  future behavior, th is  
i m plies that the beh a v ior of the l i v i ng orga nism i s  dete r m i ned by 
its  structurc. Thus a l i v i ng system i s  dete r m i n ed in d i fferent w ays 
by i ts pattern of orga n i zation and its  structure. The pattern of 
orga n ization determ ines the system's  ident i ty ( i ts  essentia l  charac
teristics);  the structure,  formed by a sequence of structural  
cha nges, dete r m i n es the system's behav ior.  In  Matura n a 's terrn i 
nol ogy t h e  heh a \i i or of l i v i ng systems i s  "structure-determi ned." 

This concept of structural dete r m i n i s m  sheds new l ight on the 
age-old phi losophical  debate about freedom and dete r m i n i s m .  Ac
cord i n g  to M a tu rana,  the behavior  of a l i v i ng organ ism i s  deter
m i ned.  HownCf, ra ther than being determi ned by outside forces, 
it is dete r m i ned by the orga nism's  own structu re-a structure 
t ( )f J l1cd by a succession of a utonomous structu ra l c h anges. Thu s  
t h e  beh;] v ior  of the l i v i ng orga n i s m  i s  both dete r m i ned and free. 

;\1orcover,  the fact that the behavior  is structure-dete r m i ned 
d ocs not mean that it i s  predictable. The orga nism's  structure 
merely "condi t ions the cou rse of i ts i nteractions a n d  restricts the 
structural  changes that the i n teractions may t rigge r in i t .",)2  For 
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example,  when a l i v ing system reaches a h ifu rcation poi n t, as de
scribed by Prigogi ne, its h istory of structural cou pl ing w i l l  deter
m ine the new pathways that hecome ava i lable, but which pathway 
the s ystem wil l  take rem ains  un pred ictable. 

Like Prigogine's theory of d i ssipative structures, the theory of 
autopoiesis shows that c reativ i ty-the generation of configu rations 
that arc consta ntly new-is a key property of all  l i v i ng systems. A 
special  Cor m  of this  creati v i ty is the generation of d i versity th rough 
reproduction , from si mple cell d iv ision to the h ighly  complex 
dance of sexual reprod uction. For most l iv ing o rga n isms on togeny 
is  not a l i near path of development but a cycle, a n d  reprod uction is 
a vital  step in that cycle.  

B i l l ions of yea rs ago the combined abil it ies of l i v i ng systelll s to 
reprod uce and create novelty led natural ly  to biological evolu
tion-a creative unf<>I d i ng of l i ft> that has continued in a n  uni n ter
rupted process ever si nce. From the most a rchaic a nd simple forms 
of l i fe  to the most  i n tricate and com plex contemporary for m s, l i fe 
has unfolded in a continual  da nce without ever brcl k ing the basic 
pattern of i ts autopoietic networks .  



10 

The Unfolding of Life 

( )ne of the most rewa rding featll re� of the emerging theory or 
l i y i ng systems i s  the  nt 'w u nd e rsta n d i ng of evol u tion i t  i m p l i es. 
Rather than seei ng e\'ol ut ion as the resu l t  of random m u tations 
a nd natural  select ion ,  we a rc begi n n l !1g to recognize the crea t i \'C 
u n t( ) l d i ng of l i fe i n  for m s  or nc r- increasing d i vers ity and com
plexity as an i n herent  cha r; lctcr ist ic or a l l  l i v i ng systl'ms. A l t hough 
m u tation and natu ral  selection a rt· st i l l  ack nowlnign i  a s  i m por
ta nt aspects of biologica l evol ulion,  the  central  focus is  on c reati v 
i t y ,  on l i ft, ' s  consta n t  rca c h i ng out i n to novelty,  

To u n derstand the fu n d a mental  d i fk rence bcrween the old and 
new v iews o f  cvolution,  i t  w i l l  be usefu l  to briefly rev icw the 
h istory of C\'o i ll t iona ry t hought.  

Darwinism and Neo-Darwinism 

The fi rst t heory of evolut ion was t( > r ll l u ia ted at the beginning or 
the n i neteenth centu ry by /can Ba ptiste Lamarc k ,  a sel f-taught 
natura l ist who coined t h e  term "biology " a nd made extensivc 
stud ics i n  bota ny a nd /,oology. Ll l n a rc k  obse r ved that  a n i m a l s  
cha ngcd under  e lw i ronmcntal  p ressu re, a n d  he bel ieved t h a t  t h ey 
coul d  pass on these ch; l l1ges to the i r  offspri ng. This  passing on of 
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acqui red characteristics wa� for him the main mechanism of 
evol uti on.  

A l though i t  tu rned out that  Lamarck was wrong i n  that re
spect, h i s  recognition of the phenomenon of evolution-the emer
gence of new biological  structures i n  the h i story of species-was a 
revol utiona ry i nsight that pro foundly a flected a l l  subsequent sci
entitlc  thought. I n  particu l a r  Lamarck had a strong i n H uence on 
Charles Darwin,  who started his scientitlc career as  a geologist but 
became i n terested in biology d uring his f;unous expedition to the 
GaLl pagos I sl a nds .  His ca reful obse rvations of the i s land fl llna  
stimula ted Darwin to speculate about the  effect of geographical  
isolation on the f()rrn a tion of species and led him, eventual ly,  to 
the f(mn uIat ion of h i s  theory of evolution.  

Darwin published his theory in 1 8'5<) i n  his  monumenta l  work 
On the Origin of Species a nd completed i t  twelve years la ter with 
Tht' Descent of Man, i n  which the concept of eyol utionary transf()r
mation of one species in to a nother is extended to include human 
bei ngs. Darwin  based his  theory on two fu ndamenta l  ideas
chance variation, later to be ca I led random ll1 ut;l tion,  and natural  
select ion.  

A t  the center of Da rwi nian  thought stands  the ins ight that a l l  
l i v i n g  orga n i sms a rc rela ted b v  common a ncestry. A l l  f(JrIllS of l i fe 
have emerged from that a ncestry by a cont inuous process of var ia
t ions  th roughout bi l l ions  of years  of geological  h istory. In  this  
evolutionary  process many more v a riations a re p rod uced than can 
possibly su rvive, and thus many ind iv idua l s  are weeded out bv 
natural  selection, as some var iants outgrow and outreproduce oth
ers. 

These basic ideas a rc weIl  documented today,  supported by vast 
a m ounts of ev idence from biology, biochemistry,  and the fossi l 
record, a n d  a l l  serious scienti sts are i n  com plete agreement with 
them. The d i fferences between the c Iassic;d theory of evol ution 
and the emerging new theory center a round the question of the 
dynamic; of evolution-the mechanisms through which evolution
a ry cha nges take place.  

Darwin's own concept of chance v a riations was hased on an 
assumption that was common to n ineteenth-century v iews of he-
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red ity .  I t  was assumed that  the biologica l  cha racteristics of  an 
indiv idual  represen ted a "blend" of those of its  pa rents, w i th both 
parents contribu t ing m ore or  l ess eq u a l  pa rts to the m i xt u re .  This  
meant  that  a n  offspri ng of a pa rent w i t h  a usefu l  chance v a r i a tion 
would i nher i t  only '50 percent of the new c h a racteristic and would 
be able to pass on only 2'5  percent of i t  to the next gener;nion.  
Th us the new c h a racteristic would be d i l u ted rapidly,  w i t h  very 
l i tt le  cha nce or establ ishing i tself t h ro ugh natura l  selection. Ua r 
w i n  h i mself recog n i zed t h a t  t h i s  w a s  a serious fla w  i n  h i s  theory 
for which h e  had no remedy. 

It is  i ro n i c  that the sol u tion to Darwin's problem was d i scov
e red by C regor Mendel ,  an A ustr ian monk and amateur  botanist ,  
only a fevv years a fte r  the publ icat ion of the Darwinian theory b u t  
was ignored d ur i n g  Mendel's l i fet ime and brought to l ight aga i n  
o n l y  a t  the t u rn  of t h e  centu ry,  m a n y  yea rs a fter Mendel's  death.  
From h i s  careful e xperiments w i th garden peas,  Mendel  d ed uced 
t h a t  t here were " u n its  of hcred i ty"-Iater to be cal l ed genes-that  
d id not  blend i n  the process of reprod uction but were transmitted 
from generation to geneLl tion w'i thout  changing their  identi ty.  
W i th th is  d i scovery it  could be assullled that  random m utations of 
genes would not d isappea r with in  a few gene rations but would be 
preserved , to be e i ther rei n lc )rced or e l i m i n a ted by natura l  selec
t ion.  

Mendel 's d iscovery not  only  played a decis ive role i n  establ ish
i n g  the Darwi n i a n  theory of evolution but a l so opened u p  a whole 
new field of resea rch--the study of hered i ty t h ro ugh the i nv esti
gation of the chemical  and physical  n a tu re of genes . l  A B ri t i sh 
biologist, W i l l i a m  Bateson , a tt'[\'Cnt  a d vocate and popul a r i ze r  of 
Mendel 's  work ,  ca l l ed th is  new field "genetics" a t  the begi n n i ng of 
the century.  H e  a l so na med his  youngest S O l i ,  C ; rcgory, i n  Men·· 
del 's  honor.  

The combi n a tion of Darwin's idea of grad u a l  evol ut ionary 
cha nges with Mendel 's  d i scovery of genet ic stabi l i ty res u l ted i n  the 
synthesis known as neo-Da rwin is ll1, which i s  ta ught today as the 
establ i shed theory of evo l u t ion i n  bi ology departments a ro u nd the 
wor ld .  According to the nco- Da rwinis t  theory, al l  evol ut ion a ry 
v a riat ion results from random lll utat ion-that  is,  rrom random 
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genetic changes�fol lowed by natural  selection . For exam ple, if a n  
a n i m a l  spec ies needs thick fu r t o  surv ive  i n  a cold c l i mate, it  w i l l  
I lot respond t o  t h i s  need b y  grow i ng fu r but w i l l  i n stead d evelop 
all  sorts of random genetic cha nges, and those a n i llla l s  whose 
cha nges ha ppen to resu l t  in th ick fu r w i l l  surv ive to p roduce more 
o ffspri ng. Thus, i n  the words of geneticist  J acques Monod , 
"Chance a lone is at the sou rce of every i n n ova tioll ,  of a l l  c reation 
i ll the biosphere. ".' 

I n  the v iew of Lyn n  Margul is, nco-Da rwinism is fu ndamcntal ly  
Hawed, not only  beca use i t  i s  based on recl uction ist  concepts that 
a re now outdated, but a l so beca use it  was f(lfill ub ted i n  a n  i na p
propriate mathematical  l a nguage. "The l a nguage of l i fe is not 
ord i na ry a r i thmetic and a lgebra," a rgues M a rgul is ,  "the b nguage 
of l i fe  is chemistry.  The practi c i ng nco-Darwin i sts lack relevant  
k nowledge i n ,  f() r  exam ple, m i c robiology, cel l b iology, biochemis
try . . .  and m i c robi a l  ecology . ' "  

O n e  reason why today's  lead i ng evolutionists lack t h c  appropri
a tc l a nguage to dese ribe evol utionary cha nge, accord i ng to Margu
l i s, i s  that Illost of them cOllle out  of the zoologica l  tradit ion a nd 
thus a rc used to deal i ng with only  a s m a l l ,  relat ively recent part of 
evol utiona ry h i story. Curren t resca rc h in m i c robiology i n d i ca tes 
s t rongl y tha t the major  a ven ues f()r evolution's erea ti vi ty were 
developed l ong bcf()re a n i m a l s  a ppea red on the scene." 

The central  conceptual problem o f  neo- Darwinisl ll seems to be 
i ts red uctionist conception of the genome, the col lection of a n  
orga nism's  genes.  The great achievements of molec u l a r  biology, 
often desc ri bed as "the crack i n g  o f  the genetic code," ha\T re
sul ted in the tendency to picture the genome as a l i near a r ray of 
i n dependent genes, each correspond i ng to a biologica l  tra it .  

Research has shown, however,  that a s i ngle gene may affect  a 
wide ra nge or tra i ts and that, conversely, m a n y  sepa rate genes 
often combine to produce a si ngle tra i t .  It i s  thus quite m ysterious 
how COIl1 plex st ructu res, l i ke a n eye or a Hower, could kl \c 
evol ved t h rough successive mutations of i n d i v i d u a l  genes.  E v i 
dently t h e  study of t h e  coor d i n a ti ng and integra t ing acti v i ties of 
the whole genome is  of pa ralllount  i m po rtance, but th i s  has been 
ham pered severely by the l llechani stic ou tlook of conventional bi-
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ology. Only very recen tly have biologists begun to u nd erstand the 
genome of a n  orga ni s m  as a highly i n terwoven networ k  and to 
study its act iv ities from a systemic perspective.'  

The Systems View of Evolution 

A stri k i ng m a n i festation of genetic wholeness is the now wel l 
doc u mcnted fact  that  evolution d i d  not proceed th rough conti nu
ous gradu a l  cha nges over t i me, caused by long sequences of suc
cessiv e  m utations.  The fossi l  record shows clea r ly  that t h roughout 
cvol utiona ry h istory there have been long periods of stabil i ty ,  or 
"stasis," w i thout any genetic v ar ia tion,  punctuated by sudden and 
d ra matic  transi tions.  Stable periods of h und reds of thousa nds of 
years a re q u i te the norm. I ndeed, the human evolutionary ad ven
ture began with a m i l l ion years of stabi l i ty of the fi rst hominid  
species, Au.itrafopithccU.i afarCll.iis. ( ,  This new pictu re, k nown a s  
"pun ctuated equ i l i br ia ,"  ind icates that  the sudden transitions were 
caused by mechanisms qu ite d i fferent from the random m utations 
of nco-D a r w i nist theory . 

A n  i m portant aspect of the classical  theory of evolution is the 
idea that  in the cou rse of evol utionary change and under the pres
sure of natura l  selection, orga nisms w i l l  gradual ly  adapt to their  
env i ronment  unt i l  they reach a fi t that  is  good enough for survi val  
and reprod uction.  I n  the new systems view, by contrast, evol ution
a ry change i s  seen a s  the result  of l i fe's  i n herent tendency to create 
novelty,  which may o r  may not be accompanied by adaptation to 
cha nging erl \· i ron mental  cond it ions .  

Accordingly, systems biologists have begun to portray the ge
nome as a sel f-orga niz ing network capabl e  of spontaneously pro
duc ing new forms of order.  "We m ust reth i n k  evol utiona ry biol 
ogy," wri tes Stuart  K a u ffma n .  "Much of the order  we sec in  
orga nisms may be the d i rect resu l t  not  of natural  selection but of 
the natural  order selection was pr iv i leged to act on . . . .  Evolu
t ion i s  not j ust a t inker ing . . . .  I t i s  emergen t order honored and 
honed by selection.  " 7  

A com prehensive new theory of evolution, based on these rc
cent i nsights, has  not yet been for m u la ted.  Rut the models and 
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theories of self-orga n i zi ng systems d i sc ussed in the p 'T\' ious chap
ters of this  book p rovide the e- Icments fo r /cml1 u l a t i ng such a 
theory.'� Prigogi ne 's theory of d issi  pa ti ve struct u res shows how 
complex biochem ical  systems,  oper a t i ng fa r from equ i l ibri u m ,  
gene rate cata lytic loops t h a t  lead t o  i n stabi l i t ies ; l l1d  c a n  p roducc 
new structures of h igher order.  M a n fred Eigen has suggested that 
s i m i l a r  cata ly t ic  cycles may havc / c >r I l1cd before the cmergence of 
l i fe on Ea rth, thus i n i t ia t ing a prebiological phase of evol ution,  
Stuart  Kauffma n  has used binary networks as l 1 lathematicd mod 
els  of the genetic networks of l i v ing orga nisms and was ; Ibk to 
derive several k nown fe-a tu rcs of cel l d i ffe renti a tion ;Illd l'\'ol ution 
from t hese m odels .  H um be rto Maturana and Francisco \ 'a reb 
have d esc ribed the process of evolution in terllls of their theon' of 
autopoie-sis, seeing the evolutiona ry hi story of a species as the his
tory of its structural  coupli ng. And J ; l l1lCS Lovelock and L\' ll ll 
M a rgul is  i n  thei r Gaia  theory have explored the pla neta ry d i l llen
sifms of the u n tc ) ld ing of l i fe. 

The Caia theory, a s  well  as the ear l ier  work by I .y n n  f\la rgu l i s  
i n  m i c robiology, have e-xposed the  fa l l acy o f  the  n a rro\\' Darwin
i a n  concept of adaptation.  Th roughout the  l i v i ng world  evol u tion 
cannot be l i m ited to the adaptation of orga n isms to their en\' i ron
me-nt, because the e n v i ronment i t se l f  is  shaped by a net work of 
l i v i n g  system s  capable of ada ptation and c rea t i v i t y .  So, wh ich 
ada pts to which � Each to the other-t he), COCl!O!l!(, . .  \s  J a mes 
Lovcloc k pu t i t :  

So closely coupled i s  the l'\'ol ut ion or l i \' i ng  orga nisms wi th  the  
evol ut ion of the ir  env i ronment that  together the)' con st i tu te ; 1  s in
g l e  evolut iona r y  process .

'! 

Thus our fcJCus is sh ifting from evolut ion to coC\'ol ut ion-a n 
ongoing d a nce that proce-eds t h rough a subtle i n te r p l ay of compe
tition and cooperation, c reation and l Il u tu a l  adapta t ion,  

Avenues of Creativity 

So the dr iv ing fc)rce of evolut ion,  accor d i ng to the em erging ne\\' 
theory, is to be fClll l ld not i n  the  chance C\'Cnts of rand ol11 ll1 u ta -
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tion�, but i n  l i fe's i n hercnt  tendency to c reate novelty, i n  the spon 
taneous elllcrgence of i n c reasing cOlll plexi ty and order.  O nce th is  
funcbm ental  new i nSight has bee n u nderstood, we can then ask :  
\Vhat  a re the  a H ' n ucs i n  which  evol ution's  c reativ i ty expresses 
i tsel F  

The a nswer t o  t h i s  q uestion comes not only  from lllolec u la r 
biology, hut a l so, and even morc i m porta nt ly ,  from microbiology, 
from the study o f  till' pla netary web of the m y riad m i c roorga n 
isms that  were t hc only  f( l f ll1S o f  l i fe d u r i ng the fi rst two bi l l ion 
yea rs of C\'ol u tion.  [ )u ri ng those t,,\,o b i l l ion yea rs bacteri : 1  con t in
ual ly  transt( )rml'< l t he Ea rth's surbcc and a tmosphere and,  i n  so 
doi ng, i mc n ted a l l  of l i fe's essen t ia l  hiotechnologies, i nc l u d i ng fer
mentation, photosy nthesis,  n i trogen fi xation, rcspi ration, and ro 
Llrv dn' iccs for rapid lllot ion. 

D u r i n g  the past th ree decades e x tensive research in m i c robi
ologv has revea led th rec major avcn ues of t'\ 'ol ut ion. 1 1 I The fi rst ,  
but least  i m port a n t ,  i s  the randoll1 m utation of genes, the center
piece of nco- I );l nvi n i a n  thcory. ( ;enc m u ta tion i s  caused by a 
cha nce error  i n  the sel f- repl ication of Dl\.'A, whcn the two cha im 
of the  D l\.' A ' s  douhle hel i x  sepa rate and each of them serves as  a 
tem pla te t( )r  t he construction of a new cOlll plemen ta ry cha in .  I I 

It has been est i m a ted that  those cha nce errors occu r  at a rate of 
a bou t one per SCHTa I h u n d  red m i l l  ion ccl l s  i n  each generation.  
This  frequcncy does not scem to be s u fficient to expla i n  the evol u 
t i o n  o f  t h e  great d i vCfsity or l i fc f( mns,  given t h e  wel l - k nown h c t  
t h a t  most m utat ions  a re h a r m fu l  a n d  o n l y  vcry few res u l t  i n  usefu l  
\ a r iat ions .  

In the case of hacteria the s i tuation i s  d i ffe rent,  because bacteria 
d i v ide so rapidly .  Fast bacter ia  can d i v ide about every t wenty 
m i n u tes, so that i n  pr inc i ple several  h i l l ion i nd i v i d ua l  bacte ria can 
be ge nerated from a s i ngle ce l l  i n  less  than ;1 day . I '. Because of rhis  
enormous rate of reprod uct ion,  a s i ngle s uccessfu l  bacte r ia l  m u ta n t  
c a n  spread rapidly th rough i ts envi ronment,  :l Il d  m u tation i s  i n 
deed a n  i m porta n t  evolut ionary a \'l'nul' t( ) r  bacter ia .  

Howl'ver,  bacte r i a  have developed a second avenue of evol u 
t ionary c reat iv i ty t h a t  i s  vastly more effect ive than random m u t a 
tion. They frecly pass hered i tary tra i ts from o n e  to a nother i n  a 
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global exch ange network of i n c rediblc power a nd cfficiency.  Here 
I S  how Lyn n  Ma rgul i s  and Dorion Sagan d escribe i t: 

( )ver the past fi fty yea rs or so, scientists have ohserved that I hacte
ria I routinely and rapid ly  transfer d i fferent hits of genetic material 
to other ind ividuals .  Each hacter ium at any given time has the use 
of accessory genes, vi siting from som etimes very d i fft'rent strains,  
which pert(lfm fu nctions that i ts own DNA may not cover. Some 
of the genetic hits arc recomhined with the cel l ' s  native genes; 
others a rc passed on ag:l in . . . .  As a result of this ahi l i ty, a l l  the 
world's hacteria essential ly ha\T access to a si ngle gene pool and 
he nce to the ada ptive mecha nisms of the entire hacterial  k i ng
dom . l ; 

This global t ra d i ng of genes, tech nica l ly  k nown as D:S-;A re
combination,  m ust r a n k  a s  one of the m ost astonishing d i scoHTies 
of modern biol ogy. " I f  the ge netic properties of the m i c rocosm 
were a ppl ied to l a rger creatures, we would han: a science-fiction 
wo rld,"  wri te M a rgul is  and Saga n ,  "in which g reen pla n ts could 
share genes for photosy n thesis with nea rby m ush rooms, o r  where 
people could exude perfumes or grow ivory by picking u p  genes 
from a rose or  a w a l r us ." 1 4  

The speed with which d r ug resista nce sprea d s  a m o ng bacter ia l  
com m u n i ties i s  d ra matic p roof that  the  efficiency of their  com m u 
nicat ions network i s  vastly superior to t h a t  of adaptation t h rough 
m utations.  Bacteria  a rc able to  adapt to env i ronmental  cha nges i n  
a few yea rs, where l a rger orga nisms would need thousands  of 
yea rs  of evolut ionary adaptation. Thus m i c robiology teaches us  the 
sobe ring lesson that technologies l i k e  genetic engineer ing and a 
global comm unications network,  which we consider to be ad
va nced ach ievements of o u r  modern c i v i l izat ion,  han" been used 
by the planetary web of bacter ia  for bi l l ions of yea rs to regul ate 
l i fe on Ea rth .  

The consta n t  t rading of genes a mong bacter i a  resu l ts in  a n  
a m a zing v a r iety of genetic  structures hesides t h e i r  m a i n  strand of 
D]\J A .  These i nclude the form:ltion of v i ruses, which a rc not ful l  
a utopoietic systems but consist merely o f  a stretch of i)]\JJ\ or 
RNA i n  a prote i n  coat ing . 1  ') In bet, Canadian bacteriologist Sori n  
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Sonea has a rgued that  bacter ia ,  str ict ly spea k i ng, shou ld not he 
cbssihed i n to species, s i nce a l l  of their  stra ins  can potent ia l ly  share 
hered itary tra i ts  a n d ,  typica l l y ,  cha nge up to 1 '5  percen t  of thei r 
genetic m ateria l  on a d a i l y  basis.  " A  bacter ium is not a unicel l u l a r  
orga n i sm," wr i tes Sonea; " i t  i s  a n  i ncOl ll plcte cell  . . .  belonging 
to d i ffe rent ch i meras accord i ng to Ci rCllll1 st:l llces ." i  (, I n  other 
wor d s, all bacte r i a  a re pa rt of a s i ngle m i c rocosmic web of l i fe. 

Evolution through Symbiosis 

.'.futation and DNA recombi nation (the trading of genes) a rc the 
two p r i nc ipal  aven ues t( )r  bacte r ia l  evolution.  But what about the 
lTl ult icel l u l a r  orga n isms of a l l  the l arge r t( ) f ! I1 S  of l i fe '  I f  rand ol1l 
m utations arc not an clrcctive evolutiona ry mecha nism for them, 
and i f  they do not t rade genes l i ke bacte ria,  how have the higher 
t( ) f Ins of l i fe C\'ol vcd ) This  q uestion was answered by Lyn n  Mar
gulis with the d i scme ry of a thi rd,  tota l l y  u nexpccted avcllue of 
evolut ion that has  prot( l l l I ld i m p l ications { ( )r  al l  branches of biol -
ngy. 

Microbiologists haH' k nown t( )r  SOllle t i llle that the most fu nda
mental  d i v is ion a mong al l  forms of l i fe i s  not  that between pla nts 
and a n i m als ,  a s  most people assume, but one between two k i n d s  of 
cel ls�cel l s  with and wi thout a cel l nucleus.  Bacteria ,  the s i m plest 
l i fe forms,  do 1I0 t  have cel l  n uclei  and a rc the rd( ) re also ca l led 
prokaryott'.i ("nOli-nucleated cel ls") ,  whereas a l l  other cel l s  have 
nuclei  and a rc ca l led eukaryote's ( " nucleated ce l ls") .  Al l  the cel l s  of 
higher orga n isms a rc nucleated, and cuka ryotes a l so a ppea r as 
si nglc-cel led , non bacte r ia l  III iuoorga n isms.  

I n  her study of genetics M a rgul is  became i n t r igued by the bct 
that  not al l  the genes in a nucleated cel l a rc t( Hlnd i n side the cel l  
nucleus: 

We were a l l  taught that the genes were i n  the n uclells and that the 
nucleus is  the centr:d control of the cel l .  Ear ly  i n  my study of 
genetics, I heca me aware that  other genetic systems with d i fferent 
inher i ta nce patterns exist. From the hegi nn ing  [ was curious about 
those unru ly  genes that were n ' t 1 11 t il l" fluckus. 1 7  

j 
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A s  she stud ied th is  phenomenon more closely, M a rgul is  found 
out  that  near ly  a l l  the  "unru ly  genes" are derived from bacteria,  
and grad ual ly  she came to rea l i ze that they belong to d istinct 
l iv ing orga n isms, l i ve small cel ls  resid ing i nside larger cel l s .  

Symbiosis, the tendency of d i fferent orga nisms to l ive  i n  c lose 
assoc iation with one a nother and often ins ide one a nother ( l ike  the 
bacter ia  in our i n testines), is a widespread and wel l - k nown phe
nomenon. But Margul i s  went a step further and proposed the 
hypothesis that long-term symbioses, involv ing bacteria and other 
microorganism s  l iv ing inside larger cel ls ,  have led and cont inue to 
lead to new forms of l ife.  Margul i s  p ubl ished her revol utionary 
hypothesis fi rst i n  the m i d - l  <)6()s and over the years developed it  
i n to a fu l l -fledged theory, now k nown as "symbiogenesis," which 
sees the creation of new forms of l i ft· th rough permanent symbi
otic a rrangements as the principal  avenue of evol ution for al l  
h igher organisms.  

The most str i k i ng evidence for evolution through symbiosis i s  
presented by the so-called m itochondria,  the "powerhouses" ins ide 
most  n ucleated cel l s . l x These v ital pa rts of a l l  animal  and plant 
cel l s ,  which carry out cel l u l a r  respiration, conta i n  the i r  own ge
netic material and reproduce i ndependently and at d ifferent times 
from the rest of the cel l .  M a rgul is  specu la tes that the mitochond ria 
were origina l ly  free-floating bacteria that in  ancient t imes i l1 \ aded 
other  m icroorganisms and took u p  permanent residence i nside 
them. "The merged organisms went on to evolve i nto more com
plex oxygen-breathing forms of l ife," Margul i s  expla ins .  " Here, 
then, was an evolutionary mecha nism more sudden than m uta
tion : a symbiotic a l l i ance that becomes permanent." l ') 

The theory of symbiogenesis i m plies a radical shift of percep
tion in evolutionary thought. W hereas the conventional theory 
sees the unfold ing of l i fe as a process in which species only d iverge 
from one another, Lyn n  Margulis  c la ims that the formation of 
new composite entities through the symbiosis of tC)fJl1er ly  indepen
dent orga n isms has been the more powerful  and more i m porta nt  
evolutiona ry tc)[ce. 

This new view has forced biologists to recognize the vital  i m 
portance of cooperation i n  t h e  evol utionary process. W h i l e  the 
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soc ia l  Darwi n i sts of the n i netec nth century saw only  competition 
in natu re-"nature,  rcd in tooth and claw," as thc poet Ten nyson 
put it-we are now begi n n i n g  to see conti nual  coope ra tion and 
m utual dependence among a l l  l i fe  f() rms as central aspects of 
evol ution.  I n the words of Ma rgul i s  and Sagan,  " L i fe did not take 
over the globe by combat,  hut by Iletwork i ng."c i l  

The evolutionary u n f( )l d i n g  of l i fe over bi l l ions of years is  a 
breathta k i ng story. Driven by the c reati v ity i n he rent i n  a l l  l i v i ng 
systcms,  expressed t h ro ugh th ree d i st inct aven ues-m u tations,  the 
trad i ng of genes, and symbioses-and honcd by n atu ra l  selection, 
the pla net's l i v i ng pa t ina expanded and i n tensif-led in f(lfIns of 
ncr- increasing d i versity.  The story i s  told bea ut ifu l l y  by Lyn n  
�la rgu l i s  a n d  Dorion Saga n i n  thei r book Microcosmw, on wh ich 
the f()l lowing pages are la rgely based :' I 

There is no evidence of any plan,  goa l ,  or purpose in the global 
evolutionary process and thus no ev idence for p rogress; yet there 
are recogni zable patterns of development.  One of these, k nown as  
convergence, is  the tendency of orga n i sms to evolve s imi lar  f( )rms 
f()f  meeti ng s i m i l a r  chal lenges, i n  spi te  of d i ffer i ng ancestral h isto
r ies. Thus eyes have evol ved m a ny ti mes along d i ffe rent routes
in \vorms,  sna i l s , i n sects, a n d  vertebrates. S i m i l a rly,  \vi ngs evol ved 
i ndependently in i nsects, reptiles, ba ts, and birds. It seems that 
nature's creat iv i ty i s  bound less. 

A nother str i k i ng patte r n  i s  the repeated occu rrence of catastro
phes-pla netary bifu rcation poi n ts ,  perhaps-f( )l l owed by i ntense 
periods of growth a n d  i n n ovation. Thus the d isastro u s  depletion 
of hyd rogen in the Earth's atmosphere over two b i l l ion yea rs ago 
led to one of the greatest evol u tionary i nnovations, the use of 
water i n  photosyn thesis .  M i l l ions of yea rs l ater this  tremendously 
successfu l  new biotechnology p roduced a catastrophic  poll ution 
cris is  by acc u m ulat ing l a rge amou nts o f  toxic oxygen .  The oxygen 
cr is is ,  in turn,  prom pted the evolution of oxygen-breathi ng bacte
ria, a nother of l i fe's  spectacular  i n novations.  More recently,  245 
m i l l ion yea rs ago the most devastat ing m ass exti nctions the world 
has ever seen were f() l lowed rapidly  by the evolution of m a m mals;  
a nd 66 m i l l ion years ago the catastrophe that e l i m inated the d i no-
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sa urs from the tlce of the Earth clea red the way for the evolution 
of the Ilrst pr ima tes and, eventual ly,  the h u m a n  species.  

The Ages of Life 

To chart the unfold ing of l i fe on Earth,  we have to usc a geologi
cal t ime scale, on which periods a rc measured in b i l l ions of years.  
It  begins with the forma tion of the pla net Earth, a h rcba l l  of 
molten l a v a ,  a round 45 bi l l ion years ago. C ;cologists and paleonto
l ogists havc d iv ided those 4.'5 bi l l ion years  i n to n u merous periods 
and subperiods, labeled by na mes such a s  "proterozoic," "paleo
zoic," "cretaceous," or "plei stocene." Fortunately we do not need 
to remembe r  any of those technica l  te rms to havc an idea of the 
major  stages of l i fc's evol ution.  

We can d isti ngu ish th ree broad ages i n  the evolution of l i fe on 
Earth, each extending for period s  between I and 2 bi l l ion years 
and each conta i n i ng several d i st inct  stages of evolution (sec table 
011 page 234). The h rst i s  the p rebiotic age, in which the conditions 
t(lf the emergence of l i fe were t(mned . It  la sted 1 bi l l ion years, 
from the formation of the Earth to the c reation of the h rst cel ls ,  
the begi nning o f  l i fe, a round 3 5  bi l l ion years ago. The second age, 
extending f(lf a ful l  2 bi l l ion yea rs, is  the age of the m i c rocos m, i n  
which bacteria a n d  other m ic roorga nisms invented a l l  t h e  basic 
processes of l i fe and establ i shed the global feedback l oops /()r  the 
self- regulation of the C ; a ia  system. 

A round 1 5  b i l l i on ye;l rs ago the Earth's  modern su rbce and 
a tmosphere were l a rgely establ i shed ; m i croorga n isms permea tcd 
the a i r ,  water,  a n d  soi l ,  cycl ing gases and Il utr ients th rough their  
planeta ry networ k ,  a s  they do today;  and the stage was set  /()r the 
th i rd age of l i fe ,  the mac rocosm ,  which saw the evol ution of the 
v is ihl e  for m s  of l i fe, i nc l ud i ng ou rselves.  

The Origin of Life 

Dur i ng the tl rst b i l l ion yea rs after the forma tion of the Earth, the 
condi tions for the emergence of l i fe grad u a l l y  fi:l l  i n to place. The 
primeval  h reba l l  was l a rge enough to hold a n  a tmosphere and 



Billion 
Ages of Life Years Ago Stages of Evolution 

PREBIOTIC AGE 4.5 formation of Earth 

formation of the fireball of molten lava 

conditions for life cooling 

4.0 oldest rocks 

condensation of steam 

3.8 shallow oceans 

carbon-based compounds 

catalytic loops, membranes 

MICROCOSM 3.5 first bacterial cells 

evolution of fermentation 

microorganisms photosynthesis 

sensing devices, motion 

DNA repair 

trading of genes 

2.8 tectonic plates, continents 

oxygen photosynthesis 

2.5 bacteria ful ly extended 

2.2 first nucleated cells 

2.0 oxygen bui ldup in atmosphere 

1 .8 oxygen breathing 

1 .5 Earth surface and atmosphere 

established 

MACROCOSM 1 .2 locomotion 

evolution of 1 .0 sexual reproduction 

visible life forms 0.8 mitochondria, chloroplasts 

0.7 early animals 

0.6 shells and skeletons 

0.5 early plants 

0.4 land animals 

0.3 d inosaurs 

0.2 mammals 

0.1  flowering plants 

first primates 
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conta i ned the basic chemical  c lements out of which the bui ld ing 
blocks of l ik we re to be formed. Its d i stance from the sun was j ust 
right-Elr e nough a wa y  f(Jr a slow p rocess of cool ing ; \ I1d  conden
sation to begin and yet c lose enough to p revent its gases from 
being permanently frozen. 

A fter half a bi l l ion yea rs of grad ual cool i ng, the stea lll !l l l i ng 
the a tmosphere !l na l ly  condensed; torrent i a l  ra ins  fel l  t( )r thou
sands of yea rs, a n d  water gathe red to { ( Jrm shal lo\v ocea ns .  During 
this  long period of cool ing, ca rbon, the chemicd b:l ckbone of l i fe, 
combi ned rapidly with hyd rogen ,  oxygen,  n i trogen,  s u l fu r ,  and 
phosphorus to generate a n  enormous v:l r icry of  chemica l  com
pounds. Those s ix  e1ements-C, H, 0, N, S,  P-, a re no\\' the m a I n  
chemical  i ngred ients i n  a l l  l i v i ng orga n isms .  

For  many yea rs scienti sts debated the l i k e l i hood of l i f t· emerg
i n g  from the "chemica l  soup" that f(lf Il1ed as the pla net cookd off 
and the ocea ns expa nded.  Severa l hypotheses of sudden trigger ing 
events com peted with one a nothe r-a d ra matic f lash of l ightn i n g  
or e v e n  a seed i ng of t h e  Earth w i t h  macromolecules b y  meteorites. 
Other scientists a rgued that the odds of any such n ent h:l \ i ng 
happened a rc van ish ingly smal l .  H owever, the recen t  resea rch on 
sel f-orga n i zing systems ind icates strongly that there is no need to 
postu late a n y  sudden event.  

A s  Margul i s  poi nts out,  "Chem icals  do not combine random l v .  
but i n  ordered, patterned ways."'" The e n v i ronment  on the early 
Earth Cworcd the f( )rmation of comple x molecules, some or which 
became cata l ysts for a va riety of chemical  reactions.  C ; Ll d u a l l v  
d i fferent cata l ytic reactions i n terlocked to { ( lf In com plex catalytic 
webs i n vol v i ng c losed loops-!l rst cycles,  then "hy pcrcycks"
with a strong tendency f( )r sel f-orga n i zation and ncn sci f - rcl' l ica
t io ! l .2 ' Once this stage was reached, the d i rection f( )r prehiotic 
evol u tion was set. The catalyt ic  cycles evol ved i n to d i ssi p;l t i H' 
structures a ncl , by passing th rough successi \c i n stabi l i t ies (h ifurca
tion points) ,  generated chemical  systems of i ncrcl s i ng rich ness ; lnd 
d i versity.  

Eventua l l y  these d issi pati ve structu res hega n to f( )rl11 I l1l' l 1 1-
branes-!l rst, perhaps,  from fa tty ac ids  without  p rotei n s, hke the 
m i cel les recently p roduced in the b horatory.2 i M a rgul i s  specu Lltes 
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that m a n y  d i ffercnt types or mCll1bra ne-enclmed repl icating chon
Icd systcms may h a H' a risen, l'\'ol ved for a 'w h i le ,  and then d i sap
pel rul aga i n  bd(Jr(' the f irst  cel l s  emerged: "Many d iss ipative 
strurtu res,  long c ha i ns  of d i fferen t chem ica I reactions, m ust  ha ve 
C\'ol\cd, reacted , and broken down hel( ) re the ele g a n t  d ouble hel i x  
o f  our  u l ti mate ;l Ilcestor f( J r lllcd a nd re pl icated w i th h igh fid c l 
ity."� ' A t  th:l t moment,  about ) . ')  b i l l i o n  yea rs ago, t h e  fi rst a uto
poict ic bacter ia l  cel l s  were horn, and the cvol ution of J i tl' bega n .  

Weaving the Bacterial Web 

The first cel l s  led a preca rious existence. The envi roll lllent ;l r0l1l1c1 
thclll ch: l flgnl con t inua l ly ,  and eycry  hazard presen ted a new 
th reat to thei r s u rv i v a l .  I n  the bce of a l l  these hosti le t()fces--
ha rsh sun l ight,  meteorite i m pacts, volcanic eruptions, d roughts, 
and Hoods-the bacter ia  h ;ld to trap energy, water, and food to 
mainta I n  their  i n tegrity and sta y a l ive .  Each c ri s i s  Ill USt have 
w i ped out  Ll rge portions or the fi rst  patches of l i ll' on the pla net 
and wou l d  certa i n I y ha \'(' cxti ngu i shed thelll a I together, had it not 
been f( )r  two v i t:d trai ts-the abi l i t ies of the bacter ia l  D N A  to 
repli cate h i t h fu l l y  ;ll1d to do so with cxtraord i n;l ry specd . Beca use 
of the i r  enormous n u m lwrs,  the bacte r ia  were able,  aga i n  a nd 
aga i n ,  to respond c rea t ively to a l l  th reats and to develop a great 
\ a riety of adapt iH' str:l tegi es. Thus they gradua l l y  expa nded , fi rst  
i n  the waters  a n d  then i n  the s U r f�lccs of sed i m cnts a n d  soi l .  

Pe rhaps the most i l ll porta nt task w a s  t o  dcvelop a va riety of 
new m et;lbol ic  pathways t( ) r  extracting t(JOd and energy from the 
envi ron ment.  ( )ne o f  the fi rst bacte r ia l  i n ventions was t;: rmcn ta
ti on-the brea k i ng down of s uga rs and conversion i n to AT P mol
ecules ,  thc "cnergy ca rr ins" that fuel a l l  cel l ul a r processes:' I ,  This  
i n noqtion a l l owed the tl- rmcnt ing bacteria to l i v c  off chemicals  i n  
t h e  earth,  i n  mud and watn, protected from t h e  ha rsh sunl ight.  

Some of the tl-rmcntns a l so developed the abil ity to absorh 
n i t rogell g:IS frolll thc a i r  a nd COl1\'Crt i t  i n to va rious orga nic  com
pounds .  To "fix" nit rogen-i n other words, to captu re i t  d i rect ly  
frolll the a i r-takes  l a rge amounts of energy a n d  i s  a feat that 
ncn tod a y  can be pcrt( ) rmed oll l y  by a few spec ia l  bacter ia .  Si nce 
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n i t rogen is  an i ngred ient  of the p roteins  in all cel ls ,  a l l  l i v i n g  
orga nisms today dept'nd on the n i t rogen-fix i ng hacteria for their  
surv iva l .  

Early on in  the age of bacter ia ,  photosynthesis-"undoubtt'd l y  
t h e  most i m portant s ingle metabol ic  i n novation i n  t h e  h istory o f  
l i fe o n  t h e  planet"2 7 -hecamt' t h e  p r i m a ry sou rce o f  l i fe e ne rgy. 
The first  p rocesses of photosynthesis i nvented by the bacter ia  were 
d i fferent from thost' used by p la n ts today .  They used hyd rogen 
su l fide, a gas spt'wed out by volcanoes, i nstead of water as their  
source o f  hyd rogen,  comhined i t  with s u n l ight and CO2 from the 
air  to for m  o rganic compounds,  and never produced oxyge n .  

These a d a pt ive strategies n o t  only  enahled t h e  hacter ia  t o  s u r 
v ive  and evolve, but a l so began to cha nge t h e i r  env i ronment. I n  
fact, a lmost from t h e  begi n n i ng of their  existence, t h e  hacter ia  
estahl i shed the fi rst feedback loops that would  eventual ly result  i n  
t h e  tight ly  coupled system of l i fe and i t s  e n v i ro n ment. A l though 
the chemistry and c l i m a te of the early Earth were cond ucive to 
l i fe, this  b vorahle state would not h a ve conti nued i ndt'fi n i tely 
without bacter ia l  regulation .2 S 

As i ro n  a n d  other elements reacted w i th water,  hyd rogen gas 
was released a n d  rose up th rough the atmos phere, where it broke 
down i n to hyd rogen a toms. Since these a toms a re too l ight to be 
held by the Earth's gra v i ty,  a l l  tht' h yd rogen would have esca ped 
if this  p rocess had cont in ued unchecked, a n d  a h i l l ion years later 
the oct'an s  of the p lanet would have d i sa ppea red . Fortunately  l i fe 
i ntervened . I n  the later stages of photosy nthesis free oxygen was 
released i n to the a i r ,  as i t  i s  today,  and some o f  i t  combined with 
the r is ing hyd rogen gas to liJfJn water,  thus keeping the p lanet 
moist and preventing its ocea ns from evaporating.  

However,  the con t i n uing removal of C( )2 from the air  i n  the 
process of photosyn thesis ca used a nother p roblem. At the begin
n i ng o f  the age of bactnia,  the  sun was 2'5  percent less l u m inous 
than i t  i s  now, and the CO2 i n  the atmosphere was very m llch 
needed as a gree nhouse gas to keep the planeta ry temperatu res i n  
a com fortahle range. H a d  t h e  removal of CO2 gone on wi thout 
any compensation, the Earth would have frozen a nd t'arly bacte
r ia l  l i tC would have been extinguished. 
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Such a d i sastrous cou rse was prevented by the fe rment ing bac
ter ia ,  which Illay have l'\'ol yed a l ready bd()re the onset of photo
syn thesis.  I n the process of p roducing ATP molecules froIll sugars, 
the fer lllenters ;dso p rod uced meth;l lle a nd C( )2 as waste products. 
These were em i tt cd i n to the a tmosphere, w here they restored the 
pla neta ry g reenhouse. In this way fe rmentation and photosy n the
sis  beeune two I I l u ru a l ly  bala n c i ng p rocesses of the early Gaia  
system. 

The su n l ight  coming t h ro ugh the Ea rth's early a tmosphere sti l l  
con t a  i ned b u m  i ng u l t  r a  \' iokt rad i ;1 t ion,  b u  t now the bacter ia  had 
to h;d a n cc thei r p rotection from exposure with their  need f(lr sol a r  
energy [ ( ) r  photosynthesis.  This led t o  t h e  evol ution of n u merous 
sensi ng system s and of 1 l 1 O \"Cment.  Some bacter ia l  species migra ted 
i n to waters rich in cert; l i n  sa lts that acted as sun fi l ters; others 
[ ( )und shel ter in sand;  yet others den'loped pigments that  absorbed 
the ha r m l 'ul  rays. l\ la ny species bui l t  huge colon ies�m ult i leveled 
m i c robia l  n1: lts i n  \\·h ich the top layers got scorched and d ied but 
shic ldnl the lowCf byers with their dead bod ies. ") 

I n  a d d i t ion to p rotective f i l te r i ng the bacte ria a l so developed 
mech; l ll i sms t( ) r  repa i ring Lldi ation-da maged D N A ,  evol v i ng spe
c ia l  enzymes f( ) r  t h a t  p u r pose. Al most a l l  orga n isms tod ay sti l l  
possess these repa i r  enzyll1es�;lllothcr last ing i n vention of the . ) { I  n1 1 C  roC! )s n1 os. 

I nstcad of us ing their  own genetic materia l  f( ) r  the repai r  pro
ccss , hacter ia  in c rowded envi ronmcnts someti mes borrowed 
D�,\ fragments from their  neighbors. This  tec h n i que grad ual ly  
evol ved into  t he con st: lll t gene t ra d i ng that became the  most  cffcc
ti \(' ; l\CnUe of bacter ia l  evol u tion.  I n  h igher f()fJ11 S of l i fe the re
com bination of genes from d i fflTent i n d i v i d u a l s  is assoc iated with 
reprod uction,  but i n  the world of bacteria the two phenomena 
take pla ce independent ly .  Bacte r ia l  cel l s  reproduce asex ual ly,  but 
they cont i n ua l l y  trade genes.  In the words of M a rgul i s  and Saga n :  

\Ve trade genes "vertica l ly "�through the gencrations�whcreas 
hactnia trade thcln " l ] ( ) r izonta l ly"�d i rectly to th e i r  neighbors i n  
the sa me generation. T h e  result is that while genetica l ly  fluid bac-
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tcria a re functiona l ly  i m morta l ,  in eukaryotes, sex becomes l inked 
with death . '  I 
Beca use of the smal l  n u m be r  of permanent genes in a bacterial 

cell-typica l l y  l ess than I percent of those i n  a n ucleated cell
bacteria necessa r i ly  work i n  tea ms.  Different species cooperate and 
help each other out with complem entary genetic m a ter ia l .  Large 
assembl ies of such bacterial  tea m s  can operate with the coherence 
of a single o rganism,  performing tasks that none of them can do 
i n d i v i d ual ly .  

By the end of the fi rst b i l l ion yea rs a fter the emergence o f  l i fe, 
the Ea rth was teeming with bacter ia .  Thous;ll1ds of biotechnolo
gies had been invented--i ndeed, most of those k no'vv n  today-and 
by cooperating and conti n ual ly  trad i ng ge netic i nformation the 
m ic roorganisms had begun to regulate con d itions for l i fe on the 
enti re planet, as they sti l l  do today.  I n  fact, many of the bacteria 
l i v ing i n  the early age o f  the m i c rocosm have survi ved essential ly  
unchanged to th is  very day.  

During subsequent stages of evolution,  the m ic roorga nisms 
formed a l l ia nces and coevol ved with p lants a n d  a n i m als ,  and to
day our e n v i ronment is  so i n te rwoven with bacteria that i t  is 
al most i m possible to say where the i n a n i m ate world ends ; l l1d  l i fe 
begins.  We tene! to ;lssociate bacteria with d i sease, but they a re a lso 
v i tal for our surviva l ,  as they a rc for the surv iva l  of a l l  a ni mals  and 
plants. " Beneath our superficial  d i fferences we arc al l  of us walk
ing com m un i ties of bacteria," w ri te M a rgul is  and Saga n .  "The 
world sh im mers, a point i l l ist  landscape made of t iny l i ving be
i ngs." ' 2  

The Oxygen Crisis 

As the bacteria l  web expanded a n d  ft l led every ava i l able space i n  
t h e  waters, rocks,  a n d  m u d  H a ts of the ea r ly  planet,  i ts energy 
needs l ed to a severe depiction of hyd rogen. The carbohydrates 
that a re essential  to a l l  l i fe  are elaborate structu res of ca rbon, 
hyd rogen ,  a n d  oxygen atoms. To bui ld  these structures the photo
synthesizing bacteria  took the ca rbon and oxygen from the a i r  in 



240 T H E  W E B  O F  L I F E  

the for m  of CO2, as  a l l  p lants do today. They a lso found h yd rogen 
in the a i r ,  in the for m  of hyd rogen gas, and in the hyd rogen 
sulfide bubbl i ng up from volcanoes. But  the l ight hyd rogen gas 
kept escaping i n to space, and eventua l ly  the hyd rogen sulfide be
came i n s u ffic ient .  

H y d rogen,  o f  cou rse, exists i n  great  abund ance in water ( H20),  
but the bonds between hyd rogen a nd oxygen in water molecules 
a rc m uch stronger than those between the two hyd rogen a toms i n  
hyd rogen gas ( H e )  or hyd rogen sulfide ( H2S) .  T h e  photosy nthe
s iz ing bacte r ia  were not able to b rea k these strong bonds until  a 
specia l  k i nd of bl ue-green bacter ia  invented a new type of photo
synthesis that solved the hyd rogen problem forever .  

T h e  newly evolved bacter ia ,  the ancestors of t h e  modern-day 
bl ue-green a lgae, used sunl ight o f  higher ene rgy (shorter 'Na v e 
length) t o  s p l i t  water molecules i n to their  hyd rogen a n d  oxygen 
components. They took the hyd rogen for bui ld ing suga rs and 
other carbohyd rates and e m i tted the oxygen i n to the air .  This  
extraction o f  hyd rogen from water,  which i s  one of the pla net's 
most abundant resources, was a n  extraord i n a ry evolutionary feat  
w i th fa r - reachi ng i m plications for the subsequent u n folding of 
l ife. I ndeed, Ly n n  Margul i s  i s  con v i nced that "the advent of oxy
genic  photosynthesis was the singular event that led even tua l l y  to 
our modern e n v i ronment ." "  

With their  u n l i m i ted source of hyd rogen, the new bacte r ia  were 
spectacular ly  successfu l .  They expanded rapid l y  ac ross the Ea rth's 
su r bce, covering rock s  and sand with their  bl ue-green fi l m .  Even 
today they a rc ubiquitous, g rowing i n  pond s  and s w i m mi ng pools ,  
on moist wal ls  and shower c urtai ns-wherever there i s  sunl ight 
and water.  

H owever, th is  evol ut ionary s uccess came at a heavy price.  Like 
a l l  rapidly expanding l iv ing systems,  the bl ue-green bacte ria pro
d uced massive a mounts of waste, and in their  case this waste was 
also highly toxic .  I t  was the oxygen gas e m itted as  a by-product of 
the new type of water-based photosynthesis .  F ree oxygen i s  toxic  
beca use i t  reacts easi ly with organic  matte r ,  p roducing so-cal led 
free radicals  that a re extremely destructive to ca rbohyd rates and 
other essent ia l  biochem ical  compounds.  Oxygen a l so reacts eas i ly  
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with at mospheric gases and metals ,  t r iggering com bustion and 
cor rosion, the two most  fam i l i a r  forms of "oxid izi ng" (combining 
with oxygen) .  

A t  fi rst the Earth easi ly  absorbed the oxygen waste. There were 
e nough metals and s u l fu r  com pounds  from volcanic and tectonic 
sources that quickly  capt ured the free oxygen and preven ted it 
from bui lding up i n  the a i r .  Hut a fter absorbing oxygen for m i l 
l ions o f  years,  t h e  oxidizing meta ls and m i nerals  beca me satu rated 
and the toxic gas began to acc u m ul a te in the atmosphere. 

About two bi l l ion years ago the oxygen pol l ut ion resul ted i n  a 
catastrophe of unpreceden ted global proportions. J'\: l l i l lerous spe
c ies were w i ped out com pletel y,  and the ent ire bacte rial  web had 
to fu ndamenta l l y  reorga n i ze i tsel f to s u rv ive.  l\1a ny proll"ctiH� de
vices and adaptive strategies evol ved,  and fi na l ly  the oxygen cris is  
led to one o f  the greatest a n d  most successful  i nnovations i n  the 
ent ire history of l i fe :  

In  onl" of the greatest coups of a l l  t ime,  the I hl ue-green l hacter ia 
i nvented a metahol ic  system that  required the very suhstance that 
had heen a deadly poison . . . .  The hreath ing of oxygen i s  an 
i ngen iously efficient way of channe l ing and exploi t ing the rcacti \ 
i ty of oxygen.  I t  i s  essent ia l ly  contro l led comhustion that hreaks 
down organic  molecules and yiel d s  ca rhon d ioxide, water, and a 
great deal  of energy i n  the harga i n  . . . .  The microcosm d i d  
more t h a n  adapt:  i t  C\'olved an oxygen-us ing d y n a m o  t h a t  changl·d 
l i fL and  its terrestr ia l  dvvel l ing p lace f , )rner H 

With this spectacular  i n vention the bl ue-green bacteria had two 
com plementary mecha nisms at thei r d isposal-the generation of 
free oxygen th rough photosynthesis a n d  i ts absorption th rough 
respiration-a n d  thus t hey could begin to sct up the feedback 
loops that woul d  henceforth regu late the a tIl1osphe re's oxygen 
content, m a i n ta i n i ng it at  the del iGltc ba la nce that enabled new 
oxygen-breat h i ng forms of l i fe to evolve. ' )  

The p roportion of free oxygen i n  the atmosphere e\Tntu;d ly  
stabi l ized at  2 1  percent, a value dete r m i ned by i ts range of t1at11-
nubi l i ty .  If it d ropped to below 1 5  percent, Ilothing would b u rn .  
Organisms could not b reathe and wou ld asphyxiate .  I f  the oxygen 
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i n  the ;l i r  rose to a hove 2 '5  percent, everything would h u r n .  Com
bustion wou l d  occu r  spontaneously and fi res would rage a round 
the planet.  Accord i ngl y,  Gaia has  kept the a tm ospheric oxygen a t  
t h e  level most com/iJrtable /IJr a l l  p lants and a n i m a l s  flJ r  m i l l ions 
of yea rs.  In addi t ion,  a layer of ozone ( th ree-atom oxygen mole
cules)  gradually bui l t  up a t  the top of the a tmosphere and from 
then on protected l i fe on Earth from the sun's h arsh u l t ra v i olet  
rays.  l\:ow the stage was set  for the evolut ion o f  the l a rger forms 
of l i fe�fungi,  pla nts, and a n i m a l s�which occ u rred i n  relati vely 
short periods of t ime.  

The Nucleated Cell 

The fi rst step toward higher flm n s  of l i fe was the emergence of 
sym biosis a s  a nevy a ven ue for evol utiona ry creat iv i  ty. This oc
c urrnl  a round 2 . 2  hi l l ion years  ago and led to the evolu tion o f  
euka ryotic (" n ucleated " )  cel l s ,  which became t h e  fun d a mental  
components o f  al l  plants and a n i m als .  l\'ucleated cel l s  a re m uch 
l a rger and fa r Ill ore complex than hacter ia .  Whe reas the bacter ia l  
ce l l  conta i n s  a s i ngle loose strand of DNA floa t i ng freely in  the 
cel l fl uid , the DNA i n  a euka ryotic cell i s  coi led tigh t l y  i n to c h ro 
mosomes, which a rc confi ned h y  a membrane inside t h e  c e l l  nu
cleus.  The a mount o f  DNA i n  nucleated cel l s  i s  several  h und red 
t imes that filll lld in bacte r i a .  

T h e  other s tr ik ing cha racterist ic  of t h e  nuclea ted c e l l  i s  an 
abu ndance of orga nel les�oxygen-us ing smal ler  cel l  parts that  
carry out a va r iety o f  highly spec ia l ized functions. '  ( ,  The sudden 
a ppea rance of n ucleated cells i n  the h i story of evol ution and the 
d iscovery that the ir  organel les arc d ist inct sel f- reproducing orga n
isms led Ly n n  M a rgul i s  to  the concl usion that  nucleated cel l s  have 
C\ oiYed t h rough l ong-term symbiosis,  the pe r m a nent  l iy i ng to
gether of v a rious bacter i a  a n d  other m i c roorga n isms . '  7 

The ancestors of the m i tochond r i a  a nd other organelles may 
have been v ic ious bacte r ia  that i n vaded l arger cel l s  and repro
d uced ins ide them. Many o f  the i n vaded cel l s  vvould have d ied, 
tak i ng the i n v aders with th e m .  H owever, some of the p red ato rs 
did not k i l l  their  hosts outright hut hegan to cooperate with them, 
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and even t u a l l y  n a t u r a l  selectioll  a l l owed onl y the coope rators to 
surv ive  and evol \'(:, fu rther .  ;\; uclea r membra nes may h a ve e\'oh'C( I  
to p ro tect the  host cel l s '  genetic m a te r i a l  from ;l t t; l ck  by the  i m ad
ers, 

( h er m i l l ions of yea rs  the cooperat in' reb tion s h i ps became C\Tr 
more coord i n a ted and i n tef'lNO\' Cn ,  orga nel les  reprod uc i ng off
spr ing wel l  ada pted to l i v i ng w i t h i n  b rger ce l l s  a n d  l a rger cel l s  
bccoming c ve r  more dcpendent  on the i r lodgers,  ( he r  t i m e  t hese 
ba cter ia l  com m u n i t ies bcca m e  so utter ly  i n terdepcndent t h a t  thev 
fU llct ion cd as  s ingle i n tegra ted orga n isms:  

Life h ;1 < 1  111 ( ) \'nl ; I flothcr s tep,  heyond the  net working of free ge
netic t ramfcr to t he sy nergy oj' symhiosis ,  Sel'a Lne organ i sms  
hl c n d u l  together,  creat ing nnv vvhol cs that  WCfe gre;l tLT  t 1L l n the  
sum oj' their  pa rt.s , " 
The recogni t ion of symhiosis a s  a l I l a j o r  C\' ol u t iona ry fo rce has 

p ro/ ( lllnd phi losophical  i l ll pl ica t ions,  Al l  b rger orga n isms,  i n c l u d 
i ng ou rsehTs, a rc l i v i ng test i lllonies to the  L l c t  t h a t  dcstruct ive 
practices do not work i n  t h c  long run,  In  t hc end the  ; lggressors 
a l w ays destroy t hcmsel vcs, m a k i ng way / ( ) r  others who k now how 
to coopc r;l te and ge t a l ong, L ife i s  much less ;1 com pet i t i v e  s t rug
gle for s u r v i v a l  than  a t r i u l I lph of coopera t ion a n d  c re a t i v i t y ,  I n 
deed , s ince the c rcation of the  /-i rst nuclcatul  ce l l s ,  C\ olut ion has  
proceeded t h rough nc r more i n t r icl te ; l rLl l1gel l lents  of coopera
t ion and cOl' \ olu t iorL 

The a v enuc of evol ut ion t h rough symbiosis ;l l l o""ed the  new 
t( )r lll s o f  l i fl' to use wel l -tcsted specia l i zed biotec h nologies over 
and over aga i n  in d i fferent comhi na t ions,  For exam ple,  whereas 
bacteria ohta i n  t h e i r  food and energy by a great v a riety of i nge
n ious methods, on ly  onc of the i r  n u m erOl lS  meLlbol ic  i n ven tions is 
Llsed by a n i m a l s-- t h a t  of oxygen hrea t h i ng, the  speci a l ty of t h t' 
m i toc hond ri ;L 

M i tochon d r i a  a rc a l so p resent in p la n t  cel ls,  w h i c h  i n  a d d i t ion 
con t a i n  the  so-c a l l  cd c h l o roplasts,  the  grecn "soh r sta t ions" re
spon sible f( ) r  photosynthesi sYJ These orga nel les a rc rcm a r k a b l y  
s i m i l a r  to the  hl ue-green hacter ia ,  t h e  i mcn tors of oxygen photo 
synthesis,  who i n  a l l  l i k e l i hood were the i r a ncestors. ;vLt rgu l i s  
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speculates th;lt those a l l -pervasive bacte ria were rou tinely eaten by 
other m i c roorganisms a nd that some varia tions m ust have resisted 
being digested by thei r  hosts . " 1 1  I nstead they adapted to their  new 
e n v i ronments while conti n u i n g  to produce ene rgy th rough photo
syn thesis, u pon which the la rge r cel l s  soon became dependent. 

\V hi le  the i r  new symbiotic relationships gave the nuclea ted cel l s  
access t o  t h e  effic ient  usc of sunl ight and oxygen, they also gave 
them a th i rd g rca t l'\'ol u t ionary ad van tage-the ca pa bi! i ty of 
m ( )\'Cment. Whereas the components of a bacter ia l  cel l t10at 
a round slowly ; l f1d passively in the cel l t1 u i d ,  those in a nucleated 
cel l seem to m o\'(' decis ively;  the cel l Hu id  streams a long, and the 
ent i re ce l l  I l lay e x pand and contract rhythmical ly  o r  move rapid l y  
as a whole, ; 1 5 ,  fc ) r  exam ple, i n  t h e  case of blood cel l s .  

L ike so many other  l i fe p rocesses, rapid motion was i n vented by 
bacter ia .  The !ilstest Illembe r  of the m i c rocosm is a t iny,  h a i r l i k e  
c rc;l ture cal led .ip/rochert· ("coi led ha i r"),  a l so k nown as  t h e  "cork 
scre'>v bacter i u ll l , "  w h i c h  s p i r a l s  i n  r a p i d  motion.  By a ttaching 
themsel ves sym biotica l ly  to l a rge r cel ls ,  the rapidly mov i ng cork 
screw bacteria ga\'C t hose cel ls  t he tremendous advantages of loco
motion-the abi l ity to avoid dange r  and seek out f()()d . Over t ime 
the corkscrew bacte ria p rogressively lost  the i r  d i st inct t ra i ts and 
n ohcd i n to the  vve l l -known "ce l l  whips"-flagc!!ac, cilia, and the  
l i ke-that p ro pel a wide va riety of n ucleated ce l l s  with undulat ing 
or w h i ppi ng motions.  

The combined advantages of the th ree types of symbiosis de
scribed i n  the p reced ing paragraphs c reated a burst of evolution
a ry acti v i ty that genera ted a tremendous d i versity of eukaryotic 
cells .  \Vi th their t wo effective means of ene rgy production and 
the i r  d ra m atica l l y  i nc reased mobi l i ty,  the new symbiotic l i fe f()rms 
Illlgra ted to many new env i ron ments, evol v i ng i n to the pr imeval  
plants  and a n i ma l s  that wou l d  eventua l l y  leave the water and take 
( )\ n the land.  

,\s a scicntitic hypothesis thc concept of symbiogenesis-the 
c reation of new fC > r lllS of l i fe th ro ugh the merging of d i fft'rent 
species-is barely thi rty yea rs o ld .  But  as a c u l tu ra l  myth the i dea 
SCUll S to be as old as h u m a n i ty i tself."  I Religious epics, legends, 
!�l i ry  tales, and other mythical stories a ro u n d  the world a rc fu l l  of 
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f�ln tastic c reatures-sphi n xes,  mermaids,  gri ffrms, centa urs,  a nd 
more-bor n  from the blend i ng of two or more species. L ike  the 
new eukaryotic cel l s ,  these c reatures a rc made of components that 
a re e n t i rely b m i l i a r ,  but their combinations a rc novel and star
t l i ng. 

Depictions of these hybrid beings a rc often frighteni ng,  but 
m ;m y  o f  them, c u riously,  a re seen as bea rers o f  good fr)rtune.  For 
example, the god Ganesha, who h; ls  a h u m a n  bod y w i th an ele
phant head, is  one of the most revered deit ies in I n d i a ,  worshiped 
as a symbol of good luck a n d  a helper in overcoming obstacles .  
Somehow the col lect ive h uman u nconscious seems to have k nown 
from a ncient t imes that long-term symbioses a rc prof(lU ndly  bene
ficial for al l  l ife. 

Evolution of Plants and Animals 

The evol ution of p lants and a n i m a l s  out o f  the microcosm p ro
ceeded thro ugh a succession of symbioses, i n  which the bacter ia l  
i n ventions from the p revious two b i l l ion years  were combi ned in 
end less expressions of c reati v i ty unt i l  v iabl e  fr lfll1S were selected to 
surv i ve. This  evol ut ionary p rocess is  cha racter ized by i n c reasing 
spec ia l ization-from the orga nelles in the fi rst euka ryotes to the 
highly spec i a l i zed cel l s  in a n i m a ls .  

A n  i m porta n t  aspect of cel l spec i a l i zation i s  the i nvention of 
sexual  reprod uction, which occ u r red about one b i l l ion years  ago. 
We tend to t h i n k  of sex and reproduction as be ing closely associ 
ated, but Margul i s  poin ts o u t  t h a t  the complex d a n c e  of sexual 
reprod uction consi sts of several  d i st i nct components that  n'ol\'ecl 
i ndependently and only  grad ual ly  became i n ter l i n ked and u n i 
fied .4 2 

The fi rst component is a type of cel l  d i v is ion,  ca l led meio,,"Li 
("d i m i n ution"),  i n  which the nu m ber of ch romosomes i n  the n u 
cleus i s  red uced by exactly h a l f. T h i s  c reates specia l i zed egg a n d  
sperm cel l s .  These cel l s  a r e  t h e n  fused i n  the a c t  of fert i l i zation, i n  
which t h e  normal  number of ch romosomes i s  restored a n d  a new 
cel l ,  the fe rti l i zed egg, i s  c reated . This cell  then d i vides repeated l y  
i n  t h e  growth a n d  development of a m u lticel l u l a r  o rga n i s m .  
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The fusion of genetic mater ia l  from two d i ftl'rcrlt cel l s  i s  wide
spread a m ong bacte r ia ,  w here i t  takes place as  a cont inua l  trading 
of genes th; l t  i s  not  l i n ked to reproduction.  In  the e a r l y  p l a n ts a nd 
a n i m a l s  reprod uct ion a n d  the fusion of genes became l i n ked and 
subseq uently C\ o lvul  i n to e laborate p rocesses a n d  r ituals  of krti l 
iZ ; l t ion.  Cender was ; 1  l a ter refinemen t .  The f i rst  ge r m  cel l s� 
sperm a nd egg- -wne a l most ident ica l ,  but  over t ime they cvol ved 
i n to sm;dl  fa s t -moving sperm ce l l s  a n d  l a rge stationary eggs. The 
connection of k r ri ! i i',ation with the f i m n a tion of embryos came 
even Li ter  i n  t h e  l'\ ol ution of a n i m;ds .  I n  the world o f  p l a n ts 
krri l i i',a t ion led to i n tr icate patte f l ls  of coevolution of flowers, i n 
sects, a nd birds .  

;\s  the speci a l i z; lt ion of cel l s  con t i n ued i n  l a rger a n d  more com
plex ti mlls  of l i ft-, t h e  cl pabi l i ty of sel f- re pa i r  a n d  regeneration 
d i m i n ished p rogressi Yl ' ly .  F la t worms,  polyps, a n d  sta r f ish can re
generate a l most their  en t i re bod ies from sm;dl  fractions;  l i za rds ,  
saLl I ll a n d er s ,  c rabs, lobst ers,  a n d  many i nsects a re sti l l  able to grow 
back lost orga ns or  l i mbs;  but  i n  h igher  a n i m a l s  regeneration is 
l i m ited to renewi ng tissues in the h ea l i ng of i n j u ries .  A s  a cunse
II uenee of t h  i s  loss of rege nera ti ve ca pa hi! i tics, a l l  la rge organ i sms  
age a n d  (,\'l' n t u a l l y  d ie .  I Iowncr, with sexua l  reprod uction l ik 
has l I1vcntcd a ne\\' type of regenera t i v e  p rocess, i n  w h i c h  ent i re  
orga n i s m s  a rc fi )f lnnl ; I l le\\, aga i n  a n d  aga i n ,  retu r n i n g  i n  every 
"generat ion" to a s ingle  n ucleated cel l .  

PhIlts  a n d  a n i m a l s  a rc not the on ly  l11 ul ticel l u la r  c rea tures i n  
t h e  l i v i ng world .  L i k e  other  traits o f  l i v i ng orga n isms, m u l ticel l u 
la r i ty  evol \-cd m a n y  t i m es i n  m a n y  l i neages of l i fl-,  a n d  toda y  there 
st i l l  exist  sncral  k i nd s  o f  m u l t icel l u la r  bacte ria and many l11 u l 
ticel l u la r  p roti sts ( m i c roorga n i s m s  w i t h  I l ucleated cel l s) .  I - i k e  a n i 
m a l s  ; l Ild pia Il t S ,  Illost of these m u l t icel l u la r  orga nisms a rc fi J r l11ed 
by successive ce l l  d i v' is ions,  but  some may be generated by a n  
aggrega tion of c d l s  froll l  d i fkrent sources but of the s a m e  s pecies. 

:\ spect;Jcu la r exam ple o f  such aggrega tions i s  the s l i m e  mol d ,  
an org;l I l i s l l l  t h a t  i s  mac roscopic but  i s  tech nica l ly  a p rotist .  A 
s l i m e  I l10ld ILl S a com plex l i fe  cycle i nvol v i ng a mobi l e  (a n i m a l 
l i k e )  a n d  a n  i m mobi l e  ( pl a n t- l i k e )  phase .  I n  the a n i m a l - l i k e  phase 
i t  sta rts out as a m u l t i tude of s i ngle cel l s, common l y  fi lUnd i n  
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f()fests under rotting logs and d a m p  leaves, where they feed on 
othe r  m i c roorga nisms and d ecayi ng vegetat ion.  The cel ls  often eat 
so m uc h  and d i v i d e  so rapidly  that they d eplete the ent ire food 
supply in thei r e n v i ro n ment.  When this  h appens they aggregate 
i n to a cohes ive m ass of thousa nds  of cel ls ,  resem bl i ng a s l ug and 
capable o f  c reeping ac ross the forest Hoor i n  a moeba l i ke move
ments. When i t  has fou nd a IlC\\' source of food , the mold enters 
its  p lant l ike phase, d eveloping a sta l k  with a fru i t i ng body and 
loo k i ng very m uch l i k e  a fungus. F ina l ly  the fru i t  capsule bursts, 
shooting out thousands of d ry spores from which new i n d i v id ual  
cel ls  a re born ,  to move about i ndependent l y  i n  the sea rch for food, 
sta rt ing a new cycle of l i fe. 

Among the many m u l ticel l u l a r  organi zat ions that evol v ed out 
of tightly k n i t  com m u n ities of m i c roorganisms,  th ree-plants,  
fungi,  and a n i m a l s-have been so successfu l  in reprod uci ng, d i 
versify i ng, and expa n d i ng o v e r  t h e  Earth t h a t  they a re c lassified by 
biologists as " k i ngdoms," the broadest category of l i v i ng organ
isms. A l l  i n  a l l  there a rc five of these k i ngdoms-bacteria ( m icro
orga nisms without cell nucle i ) ,  protists ( m i c roorga nisms with n u 
cleated cel ls) ,  pla nts, fungi ,  a n d  a n i mals ."  l Each o f  the k i ngdoms 
is  d i v i d ed i n to a h ie ra rchy of subcategories, or taxa, begi n n ing 
with phylum and end i ng with genus and specic-·. 

The theory of symbiogenesis has a l lowed Ly n n  M a rgul is  and 
her  col leagues to base the classifi cation of l i v i ng orga nisms on clear 
evol utionary relationships.  Figure 1 0- 1  shows in s im pi ified form 
how the protists, plan ts, fu ngi, a n d  animals  a l l  evol ved from the 
bacteria th rough a series of successive symbioses, described i n  
more deta i l  i n  the t()l lowing pages . 

When we f() l low the evol u tion of plan ts and a n i m a l s  we find 
oursel ves in  the m ac rocosm a n d  have to shi ft our t ime sca le from 
bi l l ions of yea rs to m i l l i ons .  The ea rl iest a n i ma l s  evol ved around 
700 m i l l ion years ago, and the earl iest pla nts  eme rged about 200 
mil l ion yea rs later.  Both evol ved fi rst in water and came ashore 
400-4'50 m i l l ion years ago, the pla nts preced ing the a n imals  on 
land by several m i l l ion years. Pla nts a nd a n i mals  both developed 
huge m u l tice l l u la r o rganisms,  but whereas i n terce l l u l a r  com m u n i 
cation is m i n i m a l  i n  pla nts ,  a n i mal  cel ls  a re highly spec ia l ized a n d  
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FUNGI ANIMALS 

host cell 
corkscrew 

bacteria 

BACTERIA 
Figure 1 0- 1  

PROTISTS 

oxygen-breathing 
bacteria 

Evolutionary relationships among the five ki ngdoms of life. 

tigh t ly  i n te rconnected by a var iety of elaborate l i n ks .  Their m u 
t u a l  coord i nation a n d  control w a s  greatly i n creased b y  t h e  vcry 
ea r ly  c reation of nervous systems, a n d  by 620 m i ll ion years ago 
t i n y  a n i mal  brains  had evolved.  

The ancestors of plants were thready m asses o f  a lgae that 
d welled in s u n l i t  shal low waters.  Occasiona l l y  their  habitats would 
el ry up, and eventua l l y  some algae m anaged to su rv ive,  repro-
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duced, and turned i n to p la n ts. Those ear ly  pla nts, rather l i k e  to
day's  mosses, had neither stems nor l eaves.  To surv ive  on l and i t  
w a s  c r ucia l  for t h e m  t o  develop s t u r d y  stru c t u res s o  t h a t  they 
woul d  not coll a pse a n d  dry  out.  They d id  so by c reating l ignin ,  a 
m ateria l  for cdl wal l s  that enabled p lants  to g row sturdy stems 
and bra nches, a s  well  a s  vasc u l a r  systems to d ra w  water up from 
the roots. 

The major  cha l lenge of the new env i ronment on l a nd was the 
shortage of water. The creative a nswer of pla nts was to enclose 
thei r embryos i n  p rotective,  d rough t- resista nt seed s, so that they 
could wait w i th t hei r developm ent unt i l  they t( )und themseh es in 
a n  a p p ropriatel y moist en v i ronmen t. For over I ( ) ( )  III i 1 1  ion years, 
while the !i rst  land a n i ma l s, the a m phibians, cv oln'd i nto repti les 
and d inosa u rs, l ush t ropical  f( )rests of "seed ferns"-senl -bea r ing 
t rees that re�ell1 bl ed giant  fern s-cove red la rge portions of the 
Ea rth .  

Abou t 200 m i l l ion yea rs ago glac iers  appea red on several conti
nents, a nd the seed ferns could not s u r v i ve the long, cold winters. 
They were repl acecl by evergreen conifers,  s i m i l a r  to our present
day !i r a nd spruce, whose greater resistance to cold a l lowed them 
to surv ive the winters and even to expa nd i n to higher a l pine re
gions. One hund red m i l l ion years later l10wering pla nts ,,,hose 
seed s were enclosed in  fruits  bega n to a ppea r.  

From the begi n ning these new l10we r ing phnts coevolved with 
a n i ma l s, who enjoyed eating their  n u tr i tious fru i ts and i n  ex
cha nge d issem inated the undigested pla nt  seed s. These coope rative 
a r ra ngements have contin ued to develop and now a lso inc lude 
human g rowers who not  only d istribute phnt seeds, but a l so clone 
seedless p lants f( ) r  thei r fruits. As Margu l i s  and Sagan observe, 
"Plants i ndeed seem very adept a t  sed ucing us  a n i m a ls, h a v i ng 
tr icked us i n to doing for them one of the few thi ngs \\"C can do 
that they can not: ll1ove."H 

Conquering the Land 

The fi rst a n i m a l s  evol ved in water  from globula r ;lI1 d worm l i ke 
masses of cel ls .  They were sti l l  very smal l ,  but sOl11e of them 
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formed com m u n i ties that  collectively b u i l t  h uge coral reefs with 
their  calc i u m  d eposits. Lack i n g  any h a rd pa rts or  i n ternal s kele
tons, the early a n i mals  completely d i s i n tegrated at  death, but a 
h u n d red m i l l ion years later  their  descendants p rod uced a wea lth 
of exquis i te shel ls  and skeletons that  left c lear i m pr i n ts i n  wel l 
preserved ti )ssi ls .  

For a n i mals ,  the adapta tion to l i fe on l a nd was an evol u tionary 
feat of stagge r i ng proportions,  req u i r i ng d rastic changes in al l  
organ system s.  The greatest p roblem in the absence of water, of 
course,  was desiccation; but there were a host of other problems as 
wel l .  There was enormously more oxygen in the atmosphere than 
i n  the ocea ns,  which req u i red d i fferent orga n s  fi ) r  breathi ng; d i f· 
ferent types of s k i n  were necessa ry for protection aga i n st un
fi l te red s u n l ight; and stronger m uscles and bones were  needed to 
deal vv i th gravity in the absence of buoyancy.  

To ease the t ransit ion to these tota l l y  d i fferent s u r ro u n d i ngs, 
a n i m a l s  i n ven ted a most i ngenious tr ick .  They took their  former 
e n v i ronment  with them for their  young. To this  day the a n i mal  
womb s i m u la tes the wetness, buoya ncy, and sa l i n ity of the ancient  
marine e n v i ro n ment.  Moreover ,  the salt  concentrations i n  the 
m a m mal  blood and other bod i l y  fl ui d s  a rc rem a rkably s imi lar  to 
those i n  the oceans.  \Ve came out  of the ocean more than 400 
m i l l ion yea rs ago, but we never completely left the seawater be
h i n d .  We sti l l  find it in our blood, sweat, and tears. 

A nother major  i n novation that became v i ta l  ti ) r  l i v i ng on land 
had to  do with the  regu lation of calc i u m .  Calc ium plays  a central  
role in the metabol i sm of al l  n ucleated cel ls .  In pa rt icula r  i t  is  
c rucial  to the operation of m uscles. For these metabol ic  p rocesses 
to work,  the a ll10u n t  of ca lc ium m ust be kept at  precise levels,  
which a re m uc h  lower than the ca lc ium levels in sea water. There
fore m a r i ne a n i m a l s  from the very begi n n i ng had to con t inual ly  
rel11m"C a l l  excess ca lc ium.  The early smal ler  an imals  s imply ex
c reted the i r  calc i u ll1 waste, sometimes p i l i ng i t  u p  i n  enormous 
coral reefs .  A s  l a rger a n i m a l s  evolved, they began to stockpi le  the 
excess ca lc ium a ro u n d  and i ns ide themsel ves, and these deposi ts 
eventua l ly  t u rned i nto shel ls  and skeletons. 

:-\s the bl ue-green bacte ria had transfo rmed a toxic pol l utant,  
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oxygen,  i n t o  a v ital  i ngred ient  for t he i r  fu rther evolut ion,  s o  t h e  
e a r l y  a n i ma l s  transformed a nother m a j o r  pol l uta nt ,  ca l c i u m ,  i nto 
b u i l d i ng ma teria l s  for new structu res t h a t  gave them tremendous 
select ive a d v a n tages. Shells  and other h a rd parts  were u sed to fe nd 
off prnLi tors, w h i le sk eletons ('merged flrst in Ilsh and s u bse
quent ly  eYoln'd i n to the essent ia l  su pport s tructures of a l l  l a rge 
a n imals .  

A ro u n d  ,) S ( )  m i l l ion years  ago, at the heg i n n i ng of the so-cal led 
( :ambrian period , there was such a p rofusion of t()ss i l s  w i th bea u 
t ifu l  c l e a r  i m p rints  or  shel ls ,  rigid coats, and skeletons t h a t  pa leoll 
tologists bel ieyed Ic ) r  a long t i m e  tha t th ese ( :;l I 1 1br ian  I( )ss i ls  
ma rked the beg i n n i ng of l i ll' . Sometimes they were l'\ l'n \ iewed 
as reco rds of Cod's fi rst acts of crea t i o n .  It  i s  only w i t h i n  the l ast 
th ree d ecades that  the t races of t he m i c rocosm ILI \'(' been rC\Taled 
in so-ca lled cheIll ical  I()ss i ls .n These show concl usin'ly that the 
origins of l i fe pred atc the Call1br i ; 1 I1 pe riod by ;J i nlOst th ree b i l l ion 
yea rs. 

Evol u t i onary  exper imcnts  ,,, i th c a l c i u m  dcposits led to a great 
d i versity of t( Jf I 1 1s- -tuhular  "SCI s q u i rts" w i th spinal col u m ns but 
no boncs, tishl i ke  erea tu  rcs wi  th e x terna I a rmors bu t wi  t hout ja ws. 
l u ngfish that bre;l t hed bot h  water and a i r , and m a n y  tl1ore. The 
fi rst vcrrebcl te crCltu rcs w i th back bones and a brainclsc shield i ng 
the nervous system p robably evohl'd a rOlI I1 < 1  ') ( ) ( )  m i l l i on vel rs 
ago. A mong them \\' , IS a l i neage or fi sh w i t h  l u ngs, st uhhy fi ns. 
j a ws, and a frog-l i k e  head,  \\, h ich crawled along the shores a n d  
eve n t u a l l y  c\ olvul  i n to t h e  ti rst a m ph i hi ;l I1s.  T h e  a m ph i bia ns
frogs, toads,  sa ia nLl I1dcrs,  and newts--;I rc the evol u t ion;l ry l i n k  
bcrween water a n d  la nd a n i ma l s .  They a rc t h e  Il rst terrestr ia l  
\'c rt chratcs,  h u t  ncn to(Lt y t hey heg i n  thei r l i fe cycle ; IS  \\'ater
brca t h i ng tadpoles. 

The fi rst  i nsects ca lllc ashore a round the same time as the 
a m phibians  a n d  may evcn han' cncou raged some fi sh to feed on 
thern and fi J I low them out of the water.  ( )n L l Il d  the i n sects cx
ploded i n to a n  enormous V;l r i l' t y  of spec i es .  The i r  smal l  s i ze a nd 
high reprod uct ive rates a l lowed them to a d a pt to a l m ost a n y  e n v i 
ron ment  h y  developing a fahulous d i \ Cfs i ty or bod y stmct u r e s  and 
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ways o f  l i fe. There a re about 7'i( ) , ( ) ()O k nown speCIes of i nsects 
today,  th ree t imes as many as a l l  other a n i m a l  species together.  

D u ri ng the l 'i ( )  m i l l ion years a fte r  they left the sea, the 
a m phibians evol ved i n to repti les, endowed with severa l strong se
lective a d v a ntages-powerful j :l \VS, d rought-resista n t  s k i n ,  and 
most  i m portant,  a new k i nd of eggs. As the  m a m mals  would  in  
thei r wombs later  on,  the  reptiles enclpsula ted the  former mar ine  
e n v i ronment  i n  l a rge eggs, in  which  the ir  offspring could  prepa re 
themsel ves fu l l y  for spend i ng their  ent ire l i fe cycles on la nd.  With 
these i n novations repti les rapidly conq uered the land a nd evol ved 
i nto n u me rous va r ieties. The m a n y  types of l i za rd s  that sti l l  exist  
tod ay, i nc l ud i ng the l i mbless sna kes, a rc descendants  of t hose a n 
cient reptiles. 

W h i l e  the fi rst l i neage of fish crawled out of the water and 
t u rned i n to a m phibia ns,  sh rubs ;l lld trees were a l ready thri v i ng on 
l a nd ,  a nd when the a m phibians evol ved i n to repti les they l i ved in 
l u sh tropical  forests. At the same t ime,  a th i rd type of m u l ticel lu
l a r  orga nism,  the  fu ngi , had come ashore. Fungi  a rc pLl ll t l ike and 
yet  so  d i fferen t from pla n ts that they a rc c lass i fied a s  a sepa rate 
k i ngdom, wh ich d i splays a va riety of flsc inat ing propert ies.i " 
They lack the green ch lorophyll  t(Jr  photosyn t hesis a nd do not cat 
a nd d igest, but absorb their  nutrients d i rcctly as chemicals .  U n l i k e  
plan ts, fu ngi do n o t  h a v e  vasc u la r systems ( Jr i ( J r m i n g  roots, 
stems, and leaves. They have \'Cry d i s t i nctivc cel ls ,  which m a y  
con t a i n  seve ral nuclei  and arc sepa rated b y  th in  wal l s  th rough 
which the cell fl uid can flow easi l y .  

Fungi emerged more t h a n  3 ()()  m i l l ion years ago and expa nded 
in c lose coevolution with pla n ts. Vi rtua l l y  a l l  pla n ts that grow i n  
t h e  s o i l  r e l y  on a t iny fungus i n  t h e i r  roots t( ) r  the absorption of 
n i t rogen .  In a { ( Jres! the roots of al l  the t rees a rc i ntercon nected by 
a n  extensive fu ngal networ k ,  which occasion a l l y  comes up 
th rough the earth a s  m u s h rooms. Wi thout fu ngi the pr imc\'a l  
tropical  forests could not have cxi sted. 

Thi rty m i l l ion yea rs a fter the appea ra nce of the fi rst repti les, 
one of their l i neages evol ved i n to d i nosa urs  (a  G reek term mean
i ng "terr ibl e  J i /"ards"),  which seem to hold endless fasc i n a tion for 
h u ma n s  of a l l  ages. They came in a great va riety of s izes a n d  
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,hapes. Somc had bod y a rmors with horny bea ks,  l ike modern 
turtlcs,  or  horns.  Some were herbivores, others were carn i vores. 
Like the other rep t i les, d i nosa u rs were egg-lay ing a n i m als . Many 
bui l t  nests, and somc even developed wi ngs and eventua l ly ,  
a ro u nd 1 "i ( )  m i l l i on years  ago, cvol ved i n to bi rds.  

At the t ime of the d i nosa u rs the expansion or repti les was i n  fu l l  
swing. The l a n d  and waters were popu la ted b y  snakes,  l i za rds,  
and S C I  tu rtles,  as wel l  as by SCI serpents a nd scveral  spcc ies of 
d i nosau rs.  A round 7( ) m i l l i on yea rs ago the d i nosa urs  and m a n y  
other species s u d d e n l y  d i sappea red , most l i ke l y  beca use of the 
i m pact of a g iant  metco rirc measuring se\"Cn mi les across. The 
catastrophic explosion gencra ted a n  enormous c loud of d ust,  
bloc k i ng out s u n l ight fe )r  a prol onged period and d rastical l y  
changing world wide weather patterns, which the h uge d i nosa u rs 
could not surv ive.  

Caring for the Young 

A bout .2 ()( )  m i l l ion years ago a wa rm -blooded vertebrate evol ved 
from the reptiles a nd d i versified i n to a new class or a n i m a l s  t ha t  
would e\entu a l l y  br ing fe )r th o u r  ancestors, t h e  pr ima tes. The 
females of these wa r m -blooded a n i m a l s  no longer encl osed their  
embryos i n  eggs but i nstead nouri shed them i n side their  own 
bod ies. A fter bir th the young were relat ively  hel pless a nd were 
n u rsed by their mothers .  Beca use or this  d i st inct ive behavior ,  
w h ich i ncl udes n u rsing w i t h  m i l k  sec reted from m a m m a r y  
gla nds,  th i s  c l a s s  of ;ll 1 i m a l s  i s  k nown a s  "m ;l I11 llla ls ."  Around "i ( )  
m i l l i on yea rs l a t e r  a nother l i nclge of warm -blooded vertebra tes, 
the nevYl y evol ved bi rds,  a l so began to feed a n d  teach their  v u l ner
able offspri ng. 

The fi rst m a m ma l s  were smal l  noctu rnal  c reatu res. W he reas 
the repti l es, u nable to regu late thei r  body temperatures,  \\"C re sl ug
gish d u r i ng the cool nights,  the m a m ma l s  evol ved the abi l i ty to 
m a i n t a i n  the i r  bod y warmth at relat ively con sta n t  leVl' ls  i ndepen
dent of the ir  s u r roundi ngs and thus rem a i ned a ler t  and active at 
night.  They a l so tra nsformed some of their  sk i n  cel l s  i n to h a i r ,  
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which i nsu lated them further a n d  a l l owed them to m ig ra te from 
the t ropics to col der  c l i m a tes. 

The early p r i m a tes, known a s  pros i m i a n s  ( " p remonkeys" ),  
evolved i n  the t ropics a ro u n d  65 m i l l ion yea rs ago from noctu rnal ,  
i nsect-ea ting mammals  that l ived i n  trees and looked somewhat 
l ike sq ui rrels .  Today's  prosi m i a n s  a re small forest a n i m a l s ,  mostly 
nocturnal  a nd sti l l  l i v i ng in t rees. To j u m p  from branch to branch 
a t  n ight, those ear ly  i nsect-eating t ree dwellers developed keen 
eyesigh t ,  and i n  some species the eyes sh ifted gra d u a l l y  to a frontal 
posit ion,  which was cruc ia l  to developing th rec-d i mensional  \ i 
sion--a decisive advantage fo r j udging d istances i n  trees.  ( hher 
wel l - k nown p r i m a te cha racteristics that e\'olvcd from thcir  trec
c l i mbing s k i l l s  a re c l i nging hands  and feet, tL t tingernai ls ,  opposa
hle thumbs, a n d  big toes. 

U n l i k e  other a n i m a ls, the pros i m i a n s  were not a na tom ica l l y  
sllCcia l i l'.ed and therefo re were a l ways th reatened by enemies .  
However,  they made up for thei r lack o f  spec i a l i zation by devel
oping greater d exterity and i n tel l igence. Thei r fea r  of enem ies, 
con sta n t  r u n n i ng and h id i ng, and act ive n ight l i fe encou L1ged 
cooperation and led to the socia l  behavior that is cha racteristic of 
a l l  higher pr imates. I n  add it ion,  the habit  of p rotecting them seh'Cs 
by m a k i n g  freq uent loud n oises gradua l l y  evol ved i n to vocal com
m u n ication.  

Most pr imates a rc i nsect c1ters or  vegetar ia ns,  feed i ng on nuts,  
fruits ,  a nd grasses. At t i mes, when not enough nuts  and fruits  
were a v a i la ble i n  the trees, the early p r i m ates would have left the 
protect ive branches and come down to the grou n d .  Loo k i ng a n x
iously for enemies over ta l l  grasses, t hey would assume a n  upright 
postu re f( )r  brief Illoments before retu r n i n g  to a c rouched posit ion,  
as baboons st i l l  do today.  This  abi l i ty to sta nd upright,  nen f() f  
short moments, represe nted ; 1  s trong select iH' advantage, a s  i t  a l 
lowed t h e  pr imates t o  u s c  thei r hands  f( ) r  ga theri ng f()od, wiel d i ng 
st icks, or th rowing rock s  to defend themsel ves. C ra d u a l l y  the ir  
feet Ix'ca me flatter, their  m a n u a l  dexterity i nc reased, and the usc 
of pr im i tive tools  and weapons sti m u la ted b ra i n  growth, a nd thus 
some of the pros imians  evolved i n to monkeys a nd �Ipes. 

The evolut ionary l i ne of the monkeys d i v e rged from that of the 
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prosim ians a round 3'5  m i l l ion yea rs ago. Monkeys a re d i urnal  an i 
ma ls ,  ge!1C' ra l ly  wi th  flatter and more expressive faces than those 
of prosi m ians,  and they usual ly  walk or run on four  legs. Around 
� o  m i l l ion yea rs ago the l i ne of the apes spl it  from that of the 
monkeys, and after another l ( ) m i l l ion yea rs our im mediate ances
tors, the great apes-ora ngutans, gori l las, and ch im panzees
came into their own. 

A l l  apes a rc forest dwel lers, and most of them spend a t  least 
some of the time in trees. Gor i l l a s  and ch impanzees a rc the most 
terrestr ia l  of the apes, travel ing on a l l  fours by "knuckle wal k
i ng"-that is ,  leaning on the k nuckles of thei r fore l i mbs. Most 
apes a rc a l so able to walk on two legs f!lr short d istances. Like 
h umans,  apes have broad ,  flat  chests, and arms capable of reaching 
up and backward from the shoulder.  This enables them to move 
in  trees by swinging from branch to branch arm over arm,  a feat 
of which monkeys a rc not capable. The brains of the great apes 
a rc m uch more com plex than those of monkeys, and thus their 
in te l l igence is t:l r  superior.  The abi l i ty to use and,  to a l i mi ted 
extent, even make tools is cha racter ist ic of the great apes. 

Arou nd 4 m i l l ion years ago a ch impanzee species in the African 
tropics evol ved into an upright walking ape.  This pr imate species, 
wh ich became extinct a m i l l ion years later, was qu i te s im i la r  to the 
other great apes, but because of its upright gai t  it has been c1assi
tled as a "homin id ," which, accord ing to Lynn Margul i s, i s  un j us
titled on purely biological gro u nds :  

( )bjective scholars, i f  they were wha les or dol phins, wou ld  place 
huma ns, ch impanzees, and  orangutans i n  the sa me taxonomic 
group.  There i s  no physiological hasis t()r the c lassitlcltion of hu
man bei ngs i nto their o'vvn fun i ly . . . .  Human bei ngs and 
chimps a rc fI r more :dike than any tW( ) a rhi tra r i ly  cllOsen genera 
of heetles. ]\.'onerhelcss, a n i mals  that walk upright wi th thei r hands 
dangl i ng free a rc aggrand izi ngly  detl netl as hom i n ids  . . .  not 
a pes." -
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The Human Adventure 

Hav ing fol lowed the un t( ) ld ing of l i fe on Earth from its very 
begi nn ings, we cannot help feel ing a specia l  sense of exci tement 
when we a rrive at the stage where the fi rst apes stand up and 
walk on two l egs, even though th is  may not be j ust i fied scient ifi
ca l ly .  As  we learn how reptiles evolved i n to warm -blooded verte
lnall's who care for their young; how the fi rst pr imates developed 
fL I t  fingernai l s ,  opposable thumbs, and the beginnings of vocal 
communication; and how the apes developed human l ike chests 
and a rms, com plex brains, and tool-making capabi l i ties, we can 
t race the grad ual  emergence of our human characteristics. And 
when we reach the stage of upright walk i ng apes with free hands,  
we feel that  now the human evolutionary adventure begins in 
earnest. To f() l low i t  close ly ,  we m ust sh ift our t ime scale once 
more, th is  t ime from m i l l ions of yea rs to thousands .  

The upright walk ing apes, which became exti nct a round 1 .4 

mi l l ion yea rs ago, a l l  belonged to the genus AW"lIa!opitht'cus. The 
nal l lC ,  derivcd from the Lat in  iluJtmhi ("southern") and the Greek 
pithcko.i Cape"), means "Southern ape" a nd is a tr ibute to the fi rst 
d i sco\ eries of t()ss i l s  belonging to th is  gen us in  South Africa. The 
oldest species of these Southern apes is  k nown as A u.itm!opithcClI.i 

ill;lr('IJ il�i, na med after fossil finds in the A fl r  region in Ethiopia 
t1];l t inc l uded the fll110US skeleton cal led " Lucy." They were 
l ight ly bui l t  primates, perhaps 4.'5 feet tal l ,  and probably  as  intel l i 
gent a s  present-clay chi lllpa nzees. 

A l ter a l most I m i l l ion years of genetic stabi l i ty,  frolll around -+ 
to : l round :\ mi l l ion years ago, the fi rst species of Southern apes 
evolved i nto several more heav i ly  bu i l t  species. These incl uded 
t \\ ( ,  L'a rI y h llman species tha t coexisted wi th the Sou the rn a pes i n  
A frica f(Jr several h und red thousa nd years, unt i l  t h e  l a tter beca me 
ext inct .  

Al l  important  d i fference between human bei ngs and the other 
pL l Ila tes is  that human inL.mts need m uch longer to pass in to 
ch i ld hood , and h uman chil d ren longer again to reach puberty and 
a < i l l i rhood , than any of the apes, Whereas the young of other 
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Human Evolution 

Stages of Evolution 

Australopithecus afarensis 
" Lucy" (Australopithecus afarensis) 
several Australopithecus species 

Homo habilis 
Homo erectus 
Australo pithecines become extinct 

Homo erectus settles in Asia 

Homo erectus settles in Europe 

Homo sapiens begins to evolve 

archaic forms of Homo sapiens 
Homo erectus becomes extinct 

Homo neanderthalensis 
Homo sapiens fully evolved in Africa and Asia 

Homo sapiens (ero- Magnon) fully evolved in  Europe 

Neanderthals become extinct; Homo sapiens remains 

the single survivi ng human species 

m a m m a l s  develop ful l y  in the womb and leave it ready f(Jr  the 
outside wor l d ,  our  i n fa n ts a rc i ncomplete ly  formed a t  birth and 
utter ly  hel pless. Compared with other a n i mals ,  h u m a n  i n Ll I1 ts 
seem to he born prematurely .  

This observation i s  t he hasis of the widely  accepted hypothesis 
that the premature births o f  some a pes may have been decis ive i n  
tr iggering hllman evolution."  x Becallse o f  genetic changes in  the 
ti m i ng of development,  the prematurely born apes may have re
tai ned their  youth fu l  t ra i ts longe r  than others. Ape couples with 
those characteflstics, k nown as  neoteny ( ' "extension of the new"), 
wou l d  have given bi rth to more prem aturely born c h i l d ren,  who 
wou l d  have reta ined even more youthfu l  t ra i ts .  Thus a n  evolu
tionary trend may have been started that eventual l y  resu l ted i n  a 
rela t ive ly  ha i rless s pecies whose a d ul ts i n  many ways resemble the 
em bryos of a pes. 
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Accord i ng to this hypothesis, the helpl essness of the prema
turely born i n fants played a crucia l  rol e  i n  the transi tion from apes 
to humans .  These newborns requ i red suppor tive fam i l ies,  which 
may have f(J[med the com m uni ties, nomadic tr ibes, a nd v i l l ages 
that  became the f()u IHlations of human c iv i l i zat ion.  Females se
kcted maks who would  take care of them whi le  they nu rsed and 
protected their i nfants .  Eventua l l y  the females no longer went i nto 
heat a t  speci fic t imes, and  si nce they could now be sexua l ly recep
tive at any t ime, the ma les ca r ing t( )r their b m i l ies may ha\c 
cha nged their sexua l habits as wel l ,  decreasing t he ir  prom iscuity i n  
Llvor o f  new soc ia l  a r rangements. 

At the same t ime, the freedom of the hands to make tools, 
wield weapons, and throw rocks st im ula ted the cont inu ing bra in  
growth tha t  is characteristic of human evol ution a nd may even 
have contributed to the development of language. As  Margul i s  
and Sagan describe i t :  

fiy throwing rocks, and stunning or k i l l ing s lllal l  prey, ea rly hu
mans were c\tapul ted into a new evolut iona ry n iche. The ski l l s  
necessary to plot the trajectories of projecti les, to k i l l  a t  ; \  d is tance, 
were dependent on an increase in the size of the left hemisphere of 
the hrain. Language abi l i ties (which have heen associa ted with the 
left s ide of the bra in  . . .  ) may h; \ve f( )rtlli tollsly accompan ied 
such an increase in bra in size.i 'l 

The tl rst human descenda nts of the Southern a pes emerged i n  
Fast Africa a round :2 mi l l ion years ago. They were ; 1  smal l s lender 
species with marked ly  expanded brai ns, which enabled them to 
develop tool -making sk i l l s  far superior to those of any of thei r  ape 
ancestors. This tl rst human species was t herd( )re given the name 
Homo habilLi ("sk i l l fu l  h uman").  By 1 .6 m i l l ion yea rs ago Homo 
habitis had evolved i nto a more robust and l a rger species, whose 
bra i n  had expanded further.  Known as Homo creetus ("upright 
human") ,  th is  species pers isted wel l  over a m i l l ion years and be
came far more versat i le  than its predecessors, ad; lpting its tech nol
ogies and ways of l ife to a wide range of env i ronmen ta l  condi 
tions. There a re ind ications that  these car ly  humans may ha\  c 
gai ned cont ro l  of tl re a round 1 .4 m i l l ion years ago. 
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l/omo acctus was t he tl rst species to leave the comfo rtable A fri
(an tropics a n d  m i gLl te i n to Asi ; l ,  I n dones ia ,  a n d  Europe,  sett l ing 
in ,\si;1  a round 1 l Il i l l ion years ;Igo a n d  i n  E u rope a round 4( )O,O( ) ( )  

years ago. F;l r away frolll their  A frican homel a n d ,  the ear ly  hu
lll a n s  had to end u re e xtrellle ly  h a rsh c l i m atic con d i tions that  had a 
strong i m pact on t h e i r  fu rther evol ut ion.  The ent i re evol u tionary 
h i sto ry of the h u m a n  species, from the el11tTgence of l-{omo habitis 

to the ; Igricu l tura l  rcvol ut ion a l m ost '?' m i l l ion years l a ter ,  coi n 
cided w i th t he LUl10US icc ages. 

D u ri ng the coldest periods sheets of ice covCfed la rge P;l rts of 
Eu rope and the J\ mericas,  as wel l as s m a l l  a reas in Asia .  These 
e x treme glac ia tions were i nt e r r u pted repea ted l y  by periods d u ring 
which the icc retreated and ga v e  vva y  to rela t ively m i l d  c l i m a tes. 
H o\\"l'\Cf ,  la rge-sclle f l oods, caused by the melt ing of the icc caps 
d u ring the i nt e rglacial  pe riod s, were ;Hl d i tional  t h reats to ; I ll i m a l s  
a n d  h u ma n s  a l i k e. ;VIany a n i m a l  species of t ropical  or igi n beca m e  
ext inct  a n d  were repLlced b y  m o r e  robust, vvoul l y  speci es- oxen, 
m a m moths,  bison, ; Ind the l i ke-which could withstand t he harsh 
con d i t ions oj" the icc ages. 

The early h u m ans  h u n ted those a n i m a l s  w i th stone a xes a n d  
spea rheads, feasted on t h e m  b y  t h e  fI re i n  thei r ca ves, a n d  used the 
a n i m a l s '  fu rs t o  p ro tect themselves fro m  t he bitter col d .  H u n ti ng 
together,  they a l so sha red their  food,  a n d  th is  shar ing oj" ftJOd 
beel ll1e a nother cata l yst f t )r  h u m a n  c i v i l i zation a n d  c u l t u re, even
tual ly  br inging fort h  the m y t h ica l ,  spir i tual ,  a nd a rtist ic d i m e n 
s i c m s  of h u m a n  consciousness. 

Between 4( ) ( ) , ( ) ( ) ( )  and 2 ,) ( ) , ( ) ( ) ( )  years ago Homo (Tccttu began to 
l' \ ohc i n to f/omo .ii/piol.i (" wise h u m an") ,  the species to which we 
modern h u m a ns Ix'long. This evolu tion occu rred grad u a l l y  a n d  
i nc l uded sl'\'lTa l t ra n s i tional  species, which a rc rdt'rred t o  as 
a rchaic  Homo .iLlpiells. By 2 ')O,OO()  years ago Homo crccttlJ was ex
t inct;  t h e  trans i t ion to Homo .illpiell.i was compl ete a round l OO, ( ) ( ) ( )  

years ago i n  A frica a n d  Asia  a n d  a round ) '),()()() yea rs ago in 
E u rope. From that  t ime on, fu l l y  modern h u m ans  have rem a i ned 
as the si ngle slln· i v i n g  h u m a n  species. 

W h i l e  Homo C}"cctU.i gra d u a l l y  evol ved i n to lfomo .iaplen.i, a d i r
k' rent l i ne branched o ff in E u rope a n d  evolved i n to the c lass ic  
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Neanderthal form a round 1 2,) ,O()( ) years  ago. Named after the 
Neander Va l ley in Germany, where the fi rst specimen was found,  
this d istinct species persisted unti l  3 ,) ,O() ( )  years  ago. The un ique 
anatomical  fea tures of the Neandertha ls-they were stocky a nd 
robust,  wi th massive bones, low sloping foreheads, heavy  ja ws, 
and long, protruding fron t  teeth-were p robabl y d ue to the Llct  
that they were the fi rst humans to spend long periods i n  extremely 
cold envi ronments, hav ing emerged at  the onset of the most recent 
ice age. The Neanderthals  settled in southern Euro pe and As ia ,  
where they left beh ind signs of r i tua l ized buria ls  in  caves  deco
rated with a va riety of symbols and of cu l ts invol v ing the an imals  
they hunted.  By ) 5,OO() yea rs ago they had e i ther  become extinct or  
had merged with the  evolv ing species of modern h umans. 

The human evolutionary adventure is the most recent phase i n  
t h e  unfold ing of l ite, o n  Ea rth, and for u s ,  natura l ly ,  i t  holds a 
specia l  fascination.  However, from the perspective of Gaia ,  the 
l i v ing planet as  a whole, the evolution of human beings has been a 
very brief episode so far and may even corne to a n  abrupt end in 
the ncar future. To d emonstrate how la te the human species a r
r ived on the pla net, the Ca l ifornian e n v i ronmental ist  Dav id 
Brower has dev i sed a n  i ngenious na rrat ive by compressing the age 
of the Earth i n to the s ix days of the bibl ica l  crea t ion story.) 1 1  

I n  B rower's scena rio the Ea rth i s  created on Sunday at mid
night .  Life i n  the form of the fi rs t  bacter ia l  cd ls  appears on Tues
day morning a round S:O() . \ . \ 1 .  For the next two and a ha lf  days the 
m icrocosm evolves, and by Thursday a t  midn ight i t  is  fu l l y  estab
l ished, regulat ing the entire pla netary system .  On Fr iday a round 
4:00 1 ' , ,\ 1 . ,  the microorganisms i nvent sexual  reprod uction, and on 
Satur day,  the last  day of creation, a l l  the v i s ible f()fJl1S of l i fe 
evolve. 

Around 1 :30 . \ . \ 1 .  on Satu rday the h rst m a rine an imals  a rc 
for med, and by I) : ) ( )  \ . \ 1 .  the fl rst plants come ashore, fdlovved two 
hours la ter by amphibians and insects. At ten m i n utes bef( Jre hve 
in the afternoon, the great reptiles ;l ppear, roam the Ea rth in l ush 
tropical f( Jrests for h ve hours, and then suddenly d ie out a round 
() :4,) 1 '  . .\ 1 .  In the meant imc the mammals  haH' arr iH'd on the Ea rth 
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i n  the late a fternoon, a round '5 : )(), and the birds in  the eveni ng, 
a round 7: I '5. 

Shortly bd()re 1 0:00 1 ' . \ 1 .  some tree-dwel l ing mammals  in the 
tropics evolve i nt o  the tl rst pr imates; an  hour later some of those 
e\'olve i nto nlOnkeys; and a round I I  :-W 1'  . .\1. the great a pes appear.  
Fight minutes bd(Jre mid n ight the tl rst Southern a pes stand up 
and walk on two legs. F ive minutes l ater they d isappear aga in .  
The  tl rst human species, Homo habitis. a ppears four m i n u tes be
fore mid night, evol ves i nto I/omo crectlts hal f a m inute l ater, and 
in to the a rchaic  I C l f I l1 s  of Homo sapien" th i rty seconds bd()fe mid
n ight. The Neanderthals cOlll mand Europe and Asia  frolll fi fteen 
to f( lli r  seconds bd( ) re midn ight. The modcrn human species, li 
na l ly ,  appears i n  Africa and Asia cleven seconds bd()f(," midn ight 
and in Europe rive seconds bd()re mid night.  W ritten human his
tory begins  a round two-th i rds  of a second bdc )re midn ight. 

By )'5,O()() years ; lgo the lllodern species of / /omo sapiells had 
repla ced the l\'ea nderthals in Eu rope and cvol ved i n to a subspecies 
k no\vn as  C ro-l\bgnon·�n;llned a fter a cave I f) southern 
France�to which ;1 1 1  modern h umans lx-long. The Cro-Magnons 
were anatomica l ly  identical  to liS, had ful l y  developed la nguage, 
and brought forth a \'Cr i table explosion of technological i nnova
tions and a rt ist ic act ivit ies .  F inely cra fted tools of stone and bone, 
jewel ry of shel l  and ivory ,  and magnitlcent pa inti ngs on the wal ls  
of damp, i naccessible caves ; I rc  v i v id testimonies to the cu l tural  
soph istication of those C;l r iy members of the modern human Lice. 

Unt i l  recently a rchacologists hel innl that the Cro-Magnons de
veloped their  cave art gr;l( l ua l ly ,  begi nn ing \vi th rather c rude and 
cl umsy d ra w i ngs and reaching thei r height with the Li mous pa int
i ngs at Lasca u x  a round I (),OOO years ago. However, the sensat ional  
d i scovery of the Cha un:t cave i n  DecClnber I <)<J4 f( )rced scientists 
to radical ly rnise thei r ideas. This l a rge cave in the A rdeche 
region of southern France consists of a maze of underground 
chambers tl l led with over three hund red highly accompl i shed 
pa inti ngs. The style is s imi l a r  to the art at Lasca ux,  but careful  
radioca rbon dati ng has shown that the pa int ings a t  Chauvet a rc a t  
least 30,O() ( )  years o ld .' 1 

The tlgures, pa inted in ocher, hues of cha rcoal ,  and red hema-
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t i te, a rc symbolic and mythological i mages of l ions, mammoths, 
�lI1d other da ngerous an imals, many of them leaping or  running 
across la rge panels .  Specia l ists in ancient rock art  have been 
;l mazed by the sophisticated techniques-shading, special angles, 
staggering of flgures, and so on-used by the cave a rt ists to por
tray motion and perspective .  I n  add ition to the pa intings, the 
Chauvet cave also contained a wea lth of stone tools and ritual istic 
objects, inc luding an altar l ike stone slab with a bear skul l  placed 
on it .  Perhaps the most in triguing find is  a black d rawing of a 
shamanistic c reature, hal f human and ha lf  bison, in the innermost, 
da rkest part of the cave. 

The unexpected ly  early date of those magnificent painti ngs 
means that high art was an integral pa rt of the evolution of mod
ern hu mans from the very beginn ing. As Margulis and Sagan 
poi n t  out: 

Such pa i n ti ngs alone clearly mark  the presence of ll10dern Homo 
)·apit'll.i on ea rth .  ( )nly people paint ,  only people plan exped i t ions to 
the rea r ends of da mp, dark caves in cerell1ony. ( )nly people hury 
their dead with pomp. The search for the historical ancestor of 
man is the search for the story-tdler and the a rt ist. ' .' 

This means that a proper u nderstanding of human evolution is  
impossible without understanding the evolut ion of language, art ,  
and cu l tu re. In other words,  we m ust now turn our attention to 
mind and consciousness, the th ird conceptual d imension of the 
systems v iew of l ife . 
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Bringing Forth a World 

I n  the emerging theory of l i v ing systems m i nd is not a th ing, but a 
process. I t  is cognit ion, the process of knowing, and i t  is identi fied 
with the process of l i fe i tse lf. This i s  the essence of the Santiago 
theory of cognition,  proposed by I-I umberto Maturana and Fran
cisco Va rela . l 

The identitlcation of m i nd ,  or cognition, "'li th the process of l i fe 
is a rad ica l l y  new idea in  science, but i t  i s  also one of the deepest 
and most archaic i ntuit ions of humani ty .  In ancient times the 
rational human m i nd was seen as merely one aspect of the imma
terial sou l ,  or sp i r i t .  The basic d istinction was  not  between body 
and m i nd ,  but between body and sou l ,  or body and spir it .  Whi le  
the  d i fferentiation between sou l  and sp i r i t  was  fluid and fluctuated 
()\Tr t ime, both origi na l ly  un i tled in themselves two concepts-· 
that of the force of l i f\': and that of the act iv i ty of consciousness." 

I n  the l anguages of ancient t imes both of these ideas arc ex
pressed through the metaphor of the breath of l i fe. I ndeed , the 
etymologica l roots of "soul"  and "spir it" mea n "breath" in many 
ant ique l anguages. The words fix "soul"  in Sanskrit  (atman), 
Greek (pm'uma), and Latin (anima) a l l  mean "breath." The same 
i s  true of the word for "sp i r i t" i n  Latin (ipiritu.i), i n  Greek 
(p.iycht'J, and in Hebrew (ruah). These, too, mean "breath ."  
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The com mon ancient intu i tion behind a l l  these words is that of 
sou l  or spir i t  as the breath of l ife .  S imi lar ly ,  the concept of cogni
t ion in  the Santiago theory goes far beyond the rational mind,  as i t  
incl udes the ent i re process of l i fe .  Descr ibing i t  as  the breath of  l ife 
is a perfect metaphor. 

Cognitive Science 

Like the concept of "mental process" formula ted independently by 
Gregory Bateson, ' the Santiago theory of cogni tion has its roots in  
cybernetics. I t  was  developed wi th in  an  in tel lectual mO\'Cment that 
approaches the scientific study of m ind and k nowledge from a 
systemic, in terdiscip l inary perspect ive beyond the tradit ional 
framework s  of psychology and epistemology. This new approach, 
which has not yet crysta l l ized in to a mature scient i fi c  field, is 
inc reasi ngly referred to as "cognit ive science."·1 

Cybernetics provided cognit ive science with the f irst  modd of 
cognition. I ts premise was that human inte l l igence resembles com
puter " inte l l igence" to such an extent that cognition can be de
fi ned as information processing-that is, as  the manipulation of 
symbols based on a set of ru les." Accord i ng to this model, the 
process of cogni tion involves mellfu/ rcpre.icllfation. Like a com
puter, the mind is  thought to operate by manipul a ting symbols 
tha t  represent certa in  features of the wor l d .(' This  computer model 
of menta l  activity was so persuasive and powerfu l  that  i t  domi
nated a l l  resea rch in  cognit ive science for over th i r ty years. 

Since the 1 940s a l most a l l  of neu robiology has been shaped by 
this  idea that the brain is  an information-processing dC\'ice. For 
example, when stud ies of the visual  cortex showed that certain 
neurons respond to certa in  features of perceived objects-\Tlocity, 
color, contrast, and so on-these feature-specific neurons were 
seen as pick ing up visual  information from the ret ina,  to be passed 
on to other a reas of the brain f ( )r  further processing. Ho\\'n er, 
subsequent animal stud ies maclc it c lear that the association of 
neurons  with specific featu res can be made only vvi th anesthetized 
animals  in h igh l y  control led in ternal  and external environmen ts .  
When an an imal  i s  studied whi le i t  i s  awake and behav ing in  
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more normal surroundings, its neural  responses become sensi t ive 
to the ent ire context of the v isual  st imu lus and can no longer be 
interpreted in terms of stage-by-stage information processing.' 

The computer model of cogni tion was fina l l y  suhjected to seri
ous q uestioning in  the I ()70s when the concept of sel f-organization 
emerged .  The motivation for taking a second look at  the dom i 
n a n t  hypothesis came Crom two widely acknowledged deficiencies 
of the com putationa l  v iew. The fi rst is that i n f( )f(nation processing 
is based on sequentia l  ru les, applied one at a t ime; the second is  
that i t  i s  loca l ized , so that a n  in j ury to any part of the system 
resul ts in a serious ma lfunction of the whole. Both characteristics 
arc i n  strik ing contrad iction to biological  observation. The most 
ord inary v isua l  tasks, even by tiny i nsects, a rc done faster than is 
physica l ly  possihle when s imulated sequentia l ly ;  and the resi l ience 
of the hra in  to heing damaged without compromis ing a l l  of its 
functioning is  wel l -known. 

These observations suggested :I shi ft of f(xus-from symbols to 
con nectivity,  from local  rules to globa l  coherence, from i n forma
tion p rocessi ng to the emergent properties of neural  networks. 
With the concurrent development of nonl inear mathematics and 
models of sel f .. orga nizing systems, such a sh i ft of f<JCus promised 
to open up new and intel lectua l l y  excit ing avenues of research . 
I ndeed, by the ear ly ] <JSOs "connect ionist" models of neural  net
works had become very popllLl r .S These a rc models of densel y 
in terconnected c lements designed to s imul ta neous ly  carry out mi l 
l ions of operations that generate i nteresting globa l ,  or emergent ,  
pro perties. As Fra ncisco Va rela explains ,  "The bra in  is  . . .  a 
highly cooperative system: the dense i nteractions among its com
ponents enta i l  that  eventua l ly  everything going on wil l  be a func
tion of what a l l  the components a rc doing . . . .  As  a resul t  the 
ent ire system acqui res an in terna l  coherence in in t ricate patterns,  
even if  we cannot say exactly how this occurs ."') 

The Santiago Theory 

The Santiago theory of cognit ion originated in the study of neura l  
networks and ,  from the  very hegin n i ng, ha s  been l inked to 
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Maturana's concept of autopoiesis. ! 1 1 Cognition, according to 
Maturana, is the activ i ty involved in the sel f-generation and self
perpetuation of autopoietic networks .  I n  other words, cognition is  
the very process of l i fe. "Liv ing systems a re cognitive systems," 
writes Maturana, "and l iv ing as a process is  a process of cogni
tion." ! ! I n  terms of our  three key cr i teria of l iv ing systems
structu re, pattern,  and process-we can say that the l i fe  process 
consi sts of all activ i ties i nvolved in the conti n ual embodiment of 
the system's  (autopoietic) pattern of orga nization in  ;\ physicd 
(dissipative) structure .  

Si ncc cognition traditionally is dell ned as the process of kno\\'
i ng, we m llst be able to descr ibe it in terms of an organism's 
interactions with its envi ronmcnt.  I ndeed, this i s  what the San
t iago theory docs. The specillc phenomenon underlying the pro
cess of cogni tion is  structural coupl i ng. As  we have seen ,  an  auto
poietic system undergoes continual  structural changes whi le 
preserving its webl ike  pattern of orga nization. I t  couples to its 
environment structurally in other words, th rough recurrent inter
actions, each of which triggers structural changes in  the system . !  � 
The l i v ing system is a utonomous, however.  The Cln- i ronment only 
triggers the structural changes; it  docs not specify or d i rect them. 

Now, the l i v ing systcm not only speci lll's these structural  
changes, it  a lso specifics which jJaturbllfiolls .limn the ClwilDllmcnt 
frigga them. This is the key to the Santiago theory of cognition. 
The structu ral changes in  the system constitute acts of cognition. 
By specifying which perturbations from the env i ronment tr igger 
its changes, the system "brings forth a world," as  Maturana and 
Va rela put it .  Cognition, then, is not a representation of an inde
pendently existing world, but rather a continual brillgillgforth ofll 
world through the process of l i v i ng. The i nteractions of a l i \' ing 
system with i ts env ironment a rc cognitive interactions, and the 
process of l iv ing i tself is  a process of cognition. In the \\"()rds of 
Maturana and Va rela, "To J i \'e is to k now." ! ; 

I t is obvious that we a re deal ing here with ;\ radical expansion 
of the concept of cognition and, impl ic i tly, the concept of mind .  I n  
this new view cogni tion involves the entire process of l i fe-includ
ing perception, emotion, and behavior-a nd docs not necessa r i ly  



268 T H E  W E B  O F  L I F E  

req u i re a bra i n  a n d  a nlT\ OllS system. Even hacteria perceive  CLT
t;l i n  cha racte r istics of t h e i r  e l l \ i ro n mellt .  They sense chemical  d i f
fe ren ces i n  the ir  su r ro u n d i ngs a n d ,  accord i ngly,  swim towa rd 
s uga r ; l l1d ; lway froll1 ; lc id ;  they sense a n d  avoid heat, 1l1 0\"C ; Iway 
froll1 l ight or  towa rd i t ,  a n d  som e bacteria can even d etect mag
netic tic lds . i i Th us evcn a bacteri U lll brings r( ) rt h  a wor l d -a 
world of war ll1 t h  ; Ind coldness, or m agnetic fields a n d  chem ical 
gr;H l ients .  I n  :dl these cogn i t i H '  p rocesses perception and action ;I re 
i nsepa r:lbk, : Ind si nce the struct u ra l  changes and assoc iated actions 
that a rc tr iggered i n  a n  organi sm depend OIl the orga n i sm's  struc
tu re, Francisco Va rela desc r ibes cogn i tion a s  "embod ied act ion." i S 

I n  LI e! ,  cogn i t ion i I1 \·oI vcs t wo k i n d s  of act i v i ties t h a t  a rc i nex
t ri ci hI y l in  k cd:  t h e  nLI  i n tenance and con ti n ua t ion of ;I u topoiesis  
,md the bri nging forth of a world .  A l i v i ng system is a l l1 u l t ipl y  
i n te rcon nec ted network w hose com ponents a rc consta n t l y  cha ng
ing, being tr;l l1 s r( J fIlled a nd repla ced by other com ponents .  There 
is  g reat fl u i d i t y  and f lex ihi l i ty in this network,  w h i c h  al lows the 
sYste l l1 to  respond to d i stu rbances, or  "st i m u l i ," from the env i ro n 
m e n t  i n  a \ C fV speci; i l  vva y .  Ce rtain d i s tu rha nces t r i gger spec i llc 
struct u ra l  changes -in other words, cha nges i n  the connecti v ity 
th roughout  the network.  This is  a d i str ihut ive phenomenon. The 
enti re network responds to a sel ected d istu rbance by rca r r:l l1gi ng 
its patterns of cOll l lec t i \' i ty .  

D i ffe rent orga nisms cha nge d i ffer e n t l y ,  :l I1d  over t ime each or
ga n i sm r( >r I l 1S  i ts u n i q ue I I1 d i v i d u a l  pathway or s t r uctural  c ha nges 
in the process of dn clopmcnt.  S i nce t hese struct u ra l  changes ;I rc 
ac ts  of cogn i tion,  development is  a l ways a ssociated w i t h  le :l rn i ng. 
I n  fac t ,  development a n d  lea rn i n g  a rc two sides of the S ; I I 11 C  coi n .  
Both ;I re exp ressions o f  structural  coupl i ng. 

�ot all ph ysic;J i c h a nges in ;In orga n ism a rc acts of cogn i t ion .  
\Vhen P;l rt of a d a ndel ion is  eaten hy a rabbit,  or  when a n  a n i m a l  
is  i n j u red i n  ; In  accidcnt, those structu ra l  changes a rc n o t  speci llcd 
and d i rected hy the org:l I1 i sm;  they a rc not changes of choice a n d  
t h us n o t  : I((S of  cog n i t ion .  H O \Vl'\c r,  t hese i m posed ph ysic;d 
ch :l I1ges a rc ; lccol11 pa nied hy other  structl lLJ i  changes ( perception, 
rcsponse of the i m l11 u n e  systel11 ,  a n d  so for t h )  that  a rc : Icts or 
cogn i t i ( JI 1 .  
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On the other hand,  not a l l  d isturbances from the env i ronment 
cause structural changes. Liv ing orga n isms respond to only a smal l  
fraction of the sti m u l i  imp inging on them. We al l  know that we 
can sec or hear phenomena only wi th in  a certa i n  range of frequen
cies; we often do not notice things and events i n  our env i ronment 
that do not concern us,  and we a l so know that what we perceive is 
condi tioned l a rgel y  by our conceptual  framework and our cu l tura l  
context. 

In other words, there a re many d i stu rbances that do not cause 
structura l  changes beca use they a re " t(Jreign " to the system.  In this  
way each l i v i ng system bui lds  up  i ts own d i st inct ive world accord 
i ng t o  its own d ist inct ive structure. As Va rela puts i t ,  "Mind and 
world ar ise together ." 1 (, However, through m utual structural cou
pl ing, i nd iv idua l  l i v i ng systems a re pa rt of each other's wor lds .  
They comm u nicate with  one another and coord i nate thei r behav
ior . 1 7  There i s  an  ecology of worlds brought forth by m utual ly  
coherent acts of cognition.  

In the Santiago theory cognit ion i s  an  i ntegral part of the way a 
l i v i ng organism in teracts with i ts env i ronment .  I t  docs not react to 
env i ro nmental stimu l i  through a l i near cha in of ca use and effect, 
but responds with structura l  changes in its non l i nea r, organ ization
al ly c losed, autopoietic network . This  type of response enables the 
organism to cont inue its autopoietic organ ization and thus to con
tinue l i v i ng in i ts  env i ronment .  In other words, the organ ism's 
cognit ive in teraction with its env i ronment is in te l l igent i n terac
t ion. Fro m  the perspect ive of the Santiago theory, i n te l l igence is 
manift'st i n  the r ichness and flexibi l i ty of an orga nism's structu ral 
coup l i ng. 

The ra nge of i nteractions a l i v ing system can have with its 
env i ronment  defines i ts "cognit ive domai n ." Emotions a rc a n  i n te
gral part of this  doma in .  For exa mple,  when we respond to an  
i n su l t  by getti ng angry, that enti re pattern of physiological pro
cesses-a recl bce, faster breathi ng, t rembl ing, and so on-is part 
of cognit ion.  I n  hct, recent research stro ngly ind i cates that there i s  
an emotional coloring to  every cognit ive act. I x 

As the complexity of a l i v i ng organism increases, so does i ts 
cogni tive  domai n .  The bra in  and nervous system, i n  pa rticular ,  
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represent a sign it-icl ll t  expansion of an organism's cognit ive do
m;l i n ,  ;IS they greatly i nc rease the range and d ifferentia tion of i ts 
structural couplings. At a certa in  level of complexity a l i v ing or
ganism couples structural ly not only to i ts env ironment but also to 
itsdf, and thus bri ngs t(lfth not only an external but a lso an i n ner 
\\·orld .  I n  human beings the bri nging forth of such an inner world 
i s  l inked int i mately to la nguage, thought, and consciousness. l ') 

No Representation, No Information 

Being part of a un ify ing conception of l i te, mind ,  and conscious
ness, the Santiago t heory of cognition has profound impl ications 
t()r biology, psyc hology, and phi losophy.  Among these, i ts contr i 
bution to epist l' l l1ology, the branch of phi losophy that i s  concerned 
with the 1J;l turc of our knowledge about the world ,  is perhaps i ts 
most rad ical and controversial  aspect. 

The un ique cha r;lcteristic of the epistemology impl ied by the 
Santi ; lgo theory i s  that  it takes i ssue with an idea that i s  common 
to most epi stemologies but i s  ra rel y mentioned explici tly-the idea 
that  cogni tion is a representatlOll of an independently exist ing 
worl d .  The com puter model of cognition as i n f( ) r ll1a tion process
ing W;IS merely a specit-ic f( )rm ulat ion, based on an erroneous anal
ogy , of the mor e  general idea that the world i s  pregiven and 
independent of the ohserver and that cogni tion involves mental  
representations of i ts object ive features inside the cogni tive system . 
The central i mage, accor d i ng to Varela ,  is that of "a cogn i tive  
agent pa rachuted II1to a pregiven world"  ;l I1d extracting i ts essen
tial features through a process of representation .2 11 

.\ccord i ng to the Santiago theory, cogni tion is not a representa
tion of an independent,  pregiven world ,  but rather a bri nging 
t( )rth of a worl d .  What i s  brought forth by a particu la r  organ i sm 
i ll the  process of l iv ing is  not  the world but a worl d ,  one that  i s  
a lways dependent llPon the  organism's structure .  S ince ind iv idual  
organisms within a species have more or less the same structu re, 
they br ing t( )rth s imi lar  vvorlds .  We humans,  moreover, share an 
abstract world of Llilguagc and thought th rough which we br ing 
t( )rth our world together. ' 1 
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Maturana and Varela do not ma i nta in  that there i s  a void out 
there, out of which we c reate m atter. There i s  a mater ia l  world, 
but it docs not have any predetermined features. The a uthors of 
the Santiago theory do not assert that "nothi ng exi sts"; they assert 
that "no th ings exist" i ndependent of the p rocess of cognit ion.  
There a re no object ively exist ing structu res; there is no pregiven 
terr i tory of which we can make a Il1ap-the map making i tself 
bri ngs forth the features of the terr i tory. 

We know that cats or birds w i l l  sec t rees, fc )r example, very 
d i fferently from the way we do, beca use they perceive l ight in 
d i fferent frequency ranges. Thus the shapes and textu res of the 
"trees" they bring fc )rth wi l l  be d i fferent from ours.  \Vhen we see· 
a t ree, we are not i nvent ing real i ty .  B ut the ways in  which we 
de l ineate objects a nd ident ify patterns out of the m ult i tude of 
sensory inputs we receive depends on our physica l constitution. As 
Maturana and Varela would say, the ways in  which we can couple 
structu ra l ly  to our env i ronment, and thus the world we bring 
forth, depend on our own structure. 

Together with the idea of mental  representations of an indepen
dent wor ld ,  the Santiago theory a l so rejects the idea of informa
tion as some objective featu res of that i ndependently exist ing 
world.  I n  Varela 's  words: 

We must cal l i n to q uestion the idea that the world i s  pregiven and 
th ;l t  cognit ion i s  representat ion.  I II cognit ivc sciencc, this means 
that  we m ust call i nto q uestion the idea that  i n ic ) rmat ion exists  
ready-made i n  the world and that  i t  i s  ext racted by a cogni t ive 
system." ' 

The rejection of representation and of i n fc )rmation as being 
relevant to the process of knowing a rc both d i fficu l t  to accept, 
because we usc both concepts constant ly .  The symbols of our lan
guage, both spoken and wr i tten, a re representations of th ings and 
ideas; and in  our dai ly l i ves we consider f�lcts such as the t ime of 
day, the date, the wea ther report, or the telephone number of a 
friend as pieces of information that a rc relevant to us .  I n  fact, our 
whole era has often been cal led the " in fc )flllat ion age." So how can 
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Maturana and Varela c la im that there is  no information in  the 
process of cogni tion ? 

To understand that seem ingly puzzl i ng assertion, we must re
memher tha t  for human  beings cogni tion involves l anguage, ab
stract th inking, and symhol ic concepts that arc not avai lable to 
other species. The abi l i ty to abstract i s  a key characteristic of hu
man consciousness, as  we sha l l  sec, and because of that abi l i ty we 
can and do usc mental representations, symbols,  and information. 
However, these are not characteristics of the general  process of 
cognit ion that is common to a l l  l i v ing  systems. A l though human 
beings frequently llse menta l  representations and i n formation, our  
cogniti  ve process is not  based on them.  

To ga in  a proper perspective on these ideas, i t  i s  very instructive 
to take a c loser look at  what is  meant by " in fc )rmation." The 
conn'ntional v iew is  that  information is  somehow " lying out 
there" to be picked up by the brai n .  However, such ;1 piece of 
information is a q uantity, name, or short statement that we have 
abstracted from a whole network of relationships, a context, in 
which i t  is embedded and which gives i t  meaning. Whenever such 
a "fJCt" is  embedded in  a stable context that we encou nter with 
great regu l ar i ty ,  we can abstract i t  from that context, associate i t  
with the meaning inherent i n  the context, a nd cal l i t  " informa
tion ." We a re so used to these abstractions that we tend to bel ieve 
that mean ing resides i n  the piece of i n formation rather than in the 
context from which i t  has been abstracted . 

For exa mple, there is noth ing " informative" i n  the color red, 
except that, when embedded in  a cu l tura l  network of conventions 
and in the technological network of city traffic, i t  is associated 
with stopping at an in tersect ion.  I f  people from a very d ifferent 
cul tu re came to one of our c ities and saw a red tra ffic l ight, i t  
might not mean anything to them. There would be no i n f(mna
lion conveyed . S imi lar ly ,  the t ime of day and the date ; lre ab
stracted from a complex context of concepts and ideas, inc luding a 
model of the sola r  system,  astronomical  observations, and cu l tu ra l  
conventions. 

The same considerations apply to the genetic i n formation en
coded i n  DNA. As Va rela expla i ns, the notion of a genetic code 
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has heen abstracted from an u n d e r l y i n g  metabol i c  network in  
which the meaning of the  code is embedded : 

For many yea rs biologists con sidered p rotein sequences as hei n g  
inst ru ctions coded in  thc J )  T\J A. I t is clea r, howcver, t h a  t J )  �.\  
t ri plets a rc capable of p redictably spec i fy i ng ;1 Il a m i n o  acid in  a 
protein i f  a n d  only  i f  they a rc embeddnl in the cel l 's metabol ism,  
that  is ,  i n  the thousan d s  of en zymatic  regu la tions i n  a complex 
chemical network . It  i s  only because of the emer gent  rcgu Llrit ies of 
such a network as  a whole that we cln bracket out this metabol IC  
backgro u n d  a n d  thus  t reat t r i plets as  codes t( )r  a m i n o  acids . " ; 

Maturana and Bateson 

Maturana's rejection of the idea that cogn it ion involn's a menta l  
representation of an i n d epen d e n t  world i s  the key d iHlTcnce be
tween his  conception of the p rocess of k nowing and that of C ; reg
ory Bateson. Maturana and Bateson, around t he same t ime, i nde
pendent ly  hit  upon the revol ut ionary i d ea of identify ing the 
process of k nowing with the process of l i tc, . 2 4 But  they approachcd 
i t  in very d i ffL-rent ways-Batcson from a deep i nt u i t ion of the 
nature of mind ;l I1d l i fL-, honed by carefu l  observations of the 
l i v ing vvorl d ;  Maturana from his ;l ttel11 pts to defi ne a pattern of 
organization that is char;lcter istic of al l  l i v i ng syste ms, based on h i s  
resea rch in  neuroscience. 

Bateson, work ing alone, rdi ned his "criteria of mental process" 
over the y e a rs but never devc' loped them in to  a theory of l i v i ng 
systems.  lViaturana, by contrast, col l aborated with other scientists 
to d eve l op a t heory of "the organ i za t ion of the l i v i ng," which 
provides the theoretical fra mework f<Jr undLTst;l nd ing the process 
of cognition as the p rocess of I ifL- .  As socia l  scientist Paul De l l  put 
it in his extensive paper, "Understand ing Bateson and Maturana," 
Bateson concentrated exc l usi ve ly on epistemology (the nature of 
k nowl edge) a t  the expe n se of dea l ing with ontology (the nature of 
existence): 

( )n tology constitutes " the road not ta ken" in Bateson's th i n k i ng .  
. . . Ba  teson 's epistemol ogy has  no on tology II pon which to  t<HlIld 
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i tscl f. I t  is my contention that Maturana's work contains thc 
ontology tlw t Ba tcson never developed . 2') 
,-\n examination of Bateson 's c r i teria of menta l  process shows 

that they cover both the structure aspect and the pattern aspect of 
l iv ing systems,  which may be the reason why many of Bateson 's 
students found them rather confusi ng. A c lose reading of the cr i 
ter ia  a l so revea l s  the underly ing hel ief that  cogni tion i n volves 
meneIl representations of the worl d 's objective features inside the 
cognit ive system . ' I, 

Bateson ,md Maturana i ndependently created a revolutionary 
concept of Ill ind that is rooted i n  cybernetics, a tradit ion that 
Bateson helped to develop i n  the I ()4 ()s . Perhaps i t  was beca use of 
his  intimate involvement with cybernetic ideas d u ring the time of 
their genesis that Bateson never t ranscended the computer model 
of cogn it ion.  Maturana, by contrast, left that model behind  a nd 
dncloped a theory that views cogni tion as the act of "bringing 
t< Jrth a worl d "  and consciousness as  being c losely associa ted with 
l a nguage and ;lbstraction .  

Computers Revisited 

I n  the previous pages I have repeatec l ly  emphasized the d i ffer
e nces between the S;mtiago theory and the com putationa l  model  
of cogn it ion clC\'eloped in  cybernetics. I t  m ight now be usefu l  to 
take another look at computers in l ight of our new understand ing 
of cognit ion,  i n  order to  d ispel some of the  confusion surrounding 
"computer  i ntel l igence." 

;\ computer processes i nformation, which means that i t  
manipu lates symbols based on certa in  ru les .  The symbols a rc c l is
t inct  c lements fed in to the computer from outside, and d ur ing the 
i n t< J f I11ation processi ng there is no change i n  the structure of the 
machine .  The physica l structure of the computer i s  fixed , deter
mined by i ts design and construction.  

The nervous system of a l i v ing orga nism works very d i ffer
ent ly .  ;\s we have seen,  it i n teracts with its env i ronment by cont in 
ua l ly  mod u la ting i ts structure, so  tha t  at  any moment i ts physica l 
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structurc is a record of previous structu ral  c h;l Ilges. The ncn ous 
system docs not p rocess i n formation from t h e  oUbide world but.  
on the con tLl ry, brings f(JrtlJ a world in the p rocess of cogn i t i o n .  

t l u llla n  cognit ion i n volves l a nguage a n d  abstract th i n k i ng, and 
thus symhols a n d  menta l  rqJrese n t; lt ions,  hut ahstract  thought  i s  
only  a s m a l l  p a r t  of  h u m a n  cogn i t ion a n d  gener ; d l y  i s  not t he hasis 
fi lr oll r everyday decisions and actions. H u m a n  decisions a rc nner 
completely r a t ional  hut a rc a lways colored hy e l l lot ions,  and h u 
m a n  thought is  a l ways cmbedded i n  the bod i ly  scn s;l t ions  a n d  
p rocesses t h ; l t  cont r ibute to  the fu l l  spectrum of cog n i t i o n .  

As computer scientists Ter ry Wi nograd a n d  Fern; l I ldo Flores 
poi n t  (lilt i n  the ir  book , L/lldcl�itandillg COIl7PlftCl�' and COP,IlltlO 11 , 
rat ional  t hought fi l ters Oll t most of th;l t cogn i t ive spec t ru l l l  a n d ,  i n  
s o  d l li ng, nCl tes a "bl i n d ness of  ahst ra c t i o n . "  Like bl i nders,  the 
terms we adopt to express ou rselves l i m i t  the range of our  v i n\·.  I n  
a computer progra m ,  \Vi nograd a n d  Flores ex pla i n ,  \' a rious goa ls 
a n d  tasks a rc fo rmula ted i n  t e r llls Of ;1 l i m i ted col lection of objects. 
propert ies .  and opcLltions, a col lect ion that em hod ies the bl i nd ness 
t h a t  cOllles w i th the a ilstr;l ctions i ll \'ol vcd i n  creat ing the p rogra m .  
Howeve r :  

There a rc l"l's t r ic tnl  task dOlll a i n s  i n  w h i c h  t h i s  bl i n< i ncS\ d ( )es not  
precl ude a heh a \  ior  t h a t  a ppca rs  i n t el l igcn t .  For cX;l I n p !c.  Ill ; l ll \  
g a m e s  a rc a lllcILlhk t( )  a d i rect a p p l ic i t i o ll  oj "  tcch n i q ues 
I t hat  em l produce a progL1 Ill t h; l t  outpb\"S  h u m a n  opponcnts  . 
. . . These ;l re ; 1  rcas i n  w h i c h  thc i d e n t i ti cat i ( )n  of the rein a n t  
ti'; l tu res i s  stra i g h r t' lrw;l n l  ;l I ld the n a t u r e  of sol u t ioI1S i s  c!carcut . :  � 
;\ lot  of confusion is callsed by the hct  t 1Ll t computer scientists 

II S C  words sllch ; I S  "i nrcl l i gence," "me l l lory," and "Ll I1gllage" to 
descr ihe compu ters, thus i m pl y i ng that these ex pressions refer to 
the  h u m a n  phenomena we k now wel l  froll l  experience.  This  IS a 
serious Ill i sundnsta n d i ng. For exa m ple, t h e  \'lTY esse nce of i n t e l l i 
ge ncc is  t o  act  a pprop riate ly  whcn a problem i s  n o t  dCl r l\'  dct i ned 
and s()l ll t ion� ;Ire not evident .  I n tel l ige n t  h u m a n  behavior in such 
situ;l t ions is  hased on common sense, accu m ul a ted from l i n·d ex
perience. COIll I l lon sensc, I l O wner, i s  not ;I \ ' ;l i la bk to com puters 
beca use of their  h l ind ness of ahst ract ion a n d  t h e  i l l tr i nsic l i m i ta -
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nons of for m a l  operat ions,  a n d  the refore i t  i s  i m possible  to p ro
g r a m  computers to be i n tel l igen t .2 x  

S i n ce t he ear ly  days  o f  a r ti fi c i a l  i n tel l igence one o f  the greatest 
c h a l le nges has heen to  p rogram a computer to  u n de rsta nd h u m a n  
l a nguage. B u t  a fter  sev e r a l  d ecades o f  frustrati n g  w o r k  on t h i s  
p roblem, rescl rchers i n  A I  :I rc begi n ni n g  t o  rea l i ze t h a t  t h e i r  e f
for ts a rc hou nd to rem a i n  fu t i le ,  t h a t  computers c a n not u nd e r
sta n d  h u m a n  l a nguage i n  :1  sign i fica n t  sense." ') The reason is that 
l a nguage i s  c m hedded i n  a weh o f  soc ia l  a n d  c ul t u ra l  con ventions 
that  p r( )\ ' ides an I I nspoken context of mea n i ng. We u n d e rsta n d  
th is  context hecause i t  i s  c o m m o n  sense t o  u s ,  b u t  a computer 
Cl n not he p rogra m illed wi  t h common sense a n d  the ref()re docs 
not u nd er sta n d  l a ngll age. 

T h i s  poi n t  ca n be i l l lls trated w i t h  m a n y  s imple  exam ples, such 
as  th is  tex t  I Ised hy Te r r y  Wi nograd : "Tom m y  had j u st been given 
a new set o f  blocks .  I k was open i n g  the box when he saw T i m m y  
cOll1 i n g  i n . "  As W i n ograd ex pla i ns, a compute r  wou l d  h a ve no 
c l ue :I S to  w h a t  is  i n  the hox,  h u t  we assLl m e  i m mediate ly  that  i t  
conta i ns ' ! < 1I11 1lly'S  new hlocks.  W e  do so because we k now t h a t  
gifts often cOl l 1e i n  boxes a n d  t h a t  open i n g  the box is  t h e  proper 
t h i ng to do.  lV10st i l ll porta n t, we assume that  the two sentences i n  
the text  a rc connccted,  whereas the computer sees n o  reason to 
con nect the hox \vi t h  the bloc k s .  r n other words,  o u r  i nterpreta
tion of t h i s  s i m ple text  is  hased on severa l  com monse nse a ssu m p
tions a n d  ex pecta t ions  t h a t  a rc u n a v a i l ahle to the computer. , 1 1 

Thc Llct t h a t  a cO l ll puter  c a n not u n d e rsta nd l anguage docs not 
Ill can th : l t  i t  c a n not be p rogra m med to rccognize and m a n i pula te 
, i l ll pic I i  ngl l ist ic structures. r ndeed,  m uc h  p rogress has  been made 
i n  th is  a rca in  recc l l t  ycars .  Computers c a n  now recog n i ze a few 
h u n d red words a n d  ph rases, a n d  t h i s  basic vocabu b ry k ecps ex
pa n d i ng. Thus m a c h i nes a rc lIsed i n c reasingly to i n teract with 
people th rough the structures or h u m a n  la nguage to c a r ry out 
l i m i ted t a sks .  For exa m ple, I c m  ca l l  m y  ba n k  for i n formation 
about I l ly  checking ; lcco U nt ,  a n d  a computer,  i f  p rom pted by a 
scq u ellu' of codes, w i l l  g ivc  me thc :Ullount  of m y  ba l a n ce, the  
Il l l ll l ber  ; l Ild a lllou n ts of recent  checks  and deposits, a n d  so on.  
TIll''; i n teract ion,  w h i c h  i n \'o I \Ts ; 1  com b i n a tion of s i m p l e  spoken 
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words and punched-in numbers, I S  very convenient and usefu l  
without imply ing in  any way that  the  bank's  computer under
stands human la nguage.  

Unfortunate ly  there i s  a str ik ing d i ssonance between serious 
cr it ica l  assessments of AI and the opt imistic p ro jections of the 
computer ind ustry, which arc strongly motivated by commerc ia l  
in terests. The most recent wave of enth usiast ic  pronouncements 
has corne from the so-ca l led fi fth generation project l a unched i n  
Japan.  An  ana lysis  o f  i ts  grandiose goa l s  suggests, however, that 
they are as  unreal ist ic as  s imi l a r  ear l ier pro jections, even though 
the program is l ike ly  to prod uce numerous useful spinoffs. ' J 

The centerpiece of the fifth generation project and of other 
s imi l a r  resea rch projects i s  the development of so-ca l led expert 
systems, to be designed to rival the performance of human experts 
III certa in tasks. This is aga i n  an unfortunate usc of terminology, 
as Winograd and F lores poin t  out: 

Cal l ing a program an "expert" is misleading in exactly the same 
way as ca l l ing i t  " inte l l igent" or saying it  "understands." The mis
representation m;lY be llseful  t( )r those who arc trying to get re
search fund ing or sell such programs, but it can kad to inappropri 
ate expectations by thost:" who a t t empt to lise them . "  

I n the rnid- 1 980s phi losopher 1 -1  ubert Dreyfus and computer 
scientist Stuart Dreyfus u ndertook a thorough study of human 
expertise and contrasted i t  w i th computer expert systems.  They 
found that 

. . .  one has to abandon the traditional view that a beginner starts 
with specific  cases and, as he becomes more proficient, abstract, 
and interiorizes more and more sophisticated rules . . . .  Sk i l l  ac
quisi tion moves in just the opposite di rection-frolll abstract rules 
to particular cases. It seems that a begi nner makes intlTences using 
rules and Ltcts just l i ke  a heuristica l ly  programmed computer, but 
with talent and a great deal of involn'd experience the beginner 
develops into an expert who intuitively sees what to do wi thout 
applying rules. ; ;  
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This observation explains  why expert systems never perform as 
wel l as expcriencnl h u man experts, who do not operate by apply
ing a sequence of rules,  but  act on the b;ls is  of their  in tu i t ive grasp 
of an ent ire conste l la tion of bets. Dreyfus and Dreyfus a l so noted 
that i n  practice, expert systems a rc designed by ask ing h uman 
experts t(Jr the  relevant rules .  When this  is done the  experts tend 
to state the ru le s  they relllember from t he t ime when they were 
beginners,  but vvhich they stopped using when they beca me ex
perts. If these ru les a rc programmed into a computer, the resu l ting 
expert systcm wil l  outperform ; 1  human heginner us ing the same 
ru les but can ncvcr r iva l  a t rue expert .  

Cognitive Immunology 

Some of the most i m porta nt practical appl icat ions of the Santiago 
theory ; I IT those tlLlt a rc l i kely to ar ise from i ts impact on neuro
science and i l l1 m unology. As mcntioned prev iously,  the new view 
of cogn i t ion grci t I  y c ia  r ities t he age-old puzzle about the rc la t ion
sh ip bet ween mind and bra in .  Mind i s  not a th ing but a proccss
the process of cogni t ion,  which is iden t i fied with t he process of 
l i k. The brain is a spec i fic structure through which this  p rocess 
operates. Thus the relationsh ip  between m i nd a nd bra in I S  one 
hetween process :l Ild st ruc t u re .  

The bra in  i s  by no means the only structure invol ved in  the 
process of cognit ion. I n the human organ ism,  as  i n  the organisms 
of a l l  \Trtebra tes, the im m u ne system is i nc reasingly being recog
n ized as a network th:l t is as complex and intercon nected as the 
ncr\'ous system and serves equa l ly  i m portant coord inat ing fu nc
tions. C la ssical i m m unology sees the i m m une system as the body's 
defense system,  ou twa rd I y d i rected a nd often descr ibed in terms of 
m i l i ta ry lllet;l ph() rs-"�a rm ies of white hlood cel ls ,  genera ls ,  
soldiers, and so on.  Recent d iscoveries by Francisco Varela and h i s  
col l eagues at  the Un i vers i ty of Par i s  a rc seriously cha l l enging this 
conception.  , 4  In Lid, some resea rchers now hel ieve that  the classi
cd \" iew with its m i l i ta ry metaphors has been one of the ma in  
s tumbl ing blocks in  our understand i ng of a utoim mune d i seases 
such ; I S  ,\ I DS.  
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I nstead of being concentrated and interconnected thro ugh ana
tomical  structures l ike the nervous system, the i mmune system is  
d ispersed i n  the lymph H uid,  permeating every single tissue. I ts 
components-a c lass of cel l s  cal led lymphocytes, popular ly known 
as white blood cel l s-move around very rapid l y  and bind chemi
cal ly  to each other. The l y mphocytes are an  extremely d i verse 
group of cel ls .  Each type is  d i sti nguished by specific  molecu lar  
markers, cal led "antihodies," st icking out from the ir  surbces. The 
h uman body contains bi l l ions of d ifferent types of white blood 
cel ls ,  with an enormous ahi l i ty to bind chemical ly  to any molecu
l a r profi le  i n  their env i ronment .  

According to tradi tional  i m munology, the lymphocytes identify 
an  intruding agent, the antihodies attach themselves to i t  and,  by 
doing so, neutral i ze i t .  This sequence i mplies that the whi te blood 
cel ls  recognize foreign molecu lar  profiles .  Closer examination 
shows that i t  a l so impl ies some for m  of learning and memory. I n  
c lassical i m m unology, however, these terms are used purely meta
phorica l ly ,  without a l lowing li)r any actua l cognitive processes. 

Recent  research has shown that u nder normal condi tions the 
ant ibodies c i rculat ing in the body bind to many ( i f  not a l l )  types of 
cel l s ,  inc luding themselves. The entire system looks m uch more 
l ike a network,  more l ike people ta lk ing to each other, than 
soldiers out looking for an enemy. Grad ua l ly  i m m u nologists h;l \ e  
been filrced to shift their perception from an  imm une .,.p·tem t o  an 
i m mune network. 

This sh ift in  perception presents a big problem for the c lassical  
view. If the i m mune system is  a network whose components bind 
to each other, and i f  antibodies arc meant to e l imi nate whate\'er 
they bind to, we should a l l  be destroying ourselves .  Obviously we 
arc not. The i m m une system seems to he able to d istinguish he
tween i ts own hody's cel l s  and foreign agents, between sel f and 
nonsel f But s ince,  i n  the classical view, filr a n  ant ibody to recog
nize a foreign agent means b inding to it  chernica l l y  and thereby 
neutra l i",ing it, it remains  mysterious how the imm une system can 
recognize i ts own cel ls  without neutra l i7,ing (that is, functiona l l y  
destroying) them. 

Furthermore, from the trad it ional poi nt of view an  I mm une 
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system wi l l  develop only when there a re outside d i sturbances to 
which it can respond .  I f  there is no a ttack ,  no ant ibodies wi l l  be 
developed . Recent exper iments have shown,  however,  that even 
an imals  that are completely shel tered from d isease-causing agents 
st i l l  develop ful l -blown i m m une systems. From the new point of 
\ iew this  is natural ,  beca use the i m m une system's main function i s  
not  to  respond to  outside chal lenges, but to  rela te to  i tsel f. ) )  

\'a re la and his colleagues a rgue that the imm u ne system needs 
to be understood as an  autonomous, cognitive network, which is 
responsible for the body's " molecular  identity." By in teracting 
with one a nother and with the other body cel ls ,  the lymphocytes 
cont inua l ly  regulate the number of cel ls  and their molecula r 
proti les .  Rather than merel y reacting against f( )reign agents, the 
i m m une system serves the i m portant function of regulat ing the 
organism's  cel lu lar  and molecu la r  repertoire. As Francisco Varela 
and i m m unologist Antonio Coutinho expla in,  "The lIl utual  dance 
between i m m une system and body . . .  a l lows the body to have a 
changing and plastic identity thro ughout i ts  l i fe and its mul t iple 
encounters." l ( ,  

Fro m  the perspective of the Santiago theory, the cognitive activ
i ty of the i m m une system resu lts from i ts structural coupl ing to its 
env i ronment .  When /()feign molecules enter the body, they per
turb the i mm une network,  triggering structu ral changes. The re
su l ti ng response is  not automatic destruction of the f() reign mole
cules, but regulation of their levels within the context of the 
system's other regula tory act iv ities. The response wil l  V ; l  ry and 
wi l l  depend upon the ent ire context of the network. 

When i m m unologists in ject  large amounts of a f()reign agent  
i n to the  bod y, as they do i n  standard an imal  experiments, the 
i m m une system reacts wi th the massive defensive response de
scribed in the c lassical theory. However, as  Varela and Coutinho 
poi nt out, th is  i s  a highly contrived laboratory s i tuat ion.  In  i ts  
natural surroundi ngs an a ni mal  does not receive l a rge amounts of 
harmfu l  substances. The smal l  amounts that do enter its boely are 
incorpora ted natura l ly  into the ongoing regulatory activit ies of its 
i m m une network. 

With this understand ing of the immune system as a cognit ive,  
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self-organizing, and self-regula ting network,  the puzzle of the 
self/non-sel f d i st inction is  easi ly  resolved.  The i m mune system 
s imply  does not and need not d i stinguish between body cel ls  and 
foreign agents, beca use both a rc subject to the same regulatory 
p rocesses. However, when the invad i ng t( ) reign agents a re so mas
sive that they cannot be i ncorporated i nto the regulatory network, 
as  for example in  the case of in fections, they will t rigger specihc 
mechanisms in  the i m m une system that mount a defensive re
sponse. 

Research has shown that this wel l -known imm une response 
in volves quasi-automatic mechanisms that are largely independent 
of the network's cognitive activ i ties. ' 7 Traditiona l ly  imm unology 
has been concerned a lmost exclusively with such "rdlexive" im
m une activ i ty .  To l i m it ourselves to  these studies would corre
spond to l im i ti ng brain research to the study of rdkxes. DefensiH' 
i m mune acti v i ty is  very i m portant, but i n  the new view it  i s  a 
secondary effect of the m uc h  more central cognit ive activ i ty of the 
i m m une system, which maintains the body's molecular identity.  

The held of cognit ive immunology is  st i l l  i n  its inLincy, and the 
self-organiz ing properties of i m mune networks are by no means 
well understood . However, some of the scientists active in  this 
growing field of research have a lready begun to specula te about 
exciting c l inical  applications to the t reatment of autoim mune dis
eases. ' s Future therapeutic strategies are l ikely to he based on the 
understand ing that a utoi m m une d i seases relkct a fai l ure in  the 
cognit ive operation oC the imm une network and may involve var i
ous novel techniques designed to reinforce the network by boost
ing i ts connectIvIty .  

Such techniques, however, wi l l  require a m uch deeper under
standing of the rich dynamics or imm une networks bd()re they 
can be applied effectively.  In the long run the d i scoveries of cogni
t i  ve imm unology prom isc to be tremendousl y i m portan t for the 
whole field of health and hea l ing. In Va rela's opi n ion a sophisti
cated psychosomatic Cmind-body") v iew of health wil l  not de
velop until we understa nd the nervous system and the immu ne 
system as two in teracti ng cogni ti ve system s ,  t'vvo "bra i ns" i 11 con
tinuous conversatioll. " !  
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A Psychosomatic Network 

.\ cruci :d l i nk  in this  picture was provided in the mid - 1 9S0s by 
neuroscientist  Candace Pert and her col leagues at  the National 
I nst i tu te of l'vIcntal Health in  Maryland .  These resea rchers identi
tied a group of molecu les,  ca l led peptides, as  the molecu lar  mcs
sengers that f;lc i l i ta te the convCfsation between the nervous system 
and the imm une system.  I n  bet, Pert and her col leagues have 
t( llJI1d that these me\sengcrs in tercon nect th ree d ist inct systems-
the nervous system, the i m m une system, and the endocr ine sys
tem-i nto one single network. 

In the tradit ional  v iew these three systems a re separate and 
S C f\' C  d i ftlTent fu nctions. The nC/'vous system, consisti ng of the 
brain and of a network of nerve cel l s  throughout the body, is the 
scat of ml' l l1ory, thought, and emotion. The endocrine .iystem, con
sisting of the gla nds :I nd the hormones, is the body's main regula
tory system ,  contro l l ing and integrating various bod i l y  functions. 
The immune sy.itell7, consi sting of the spleen, the bone marrow, the 
lymph nodes, and thc im mune cel l s  c i rculating th rough the body, 
is the body's dcknse system, responsible i( lr tissue in tegrity and 
contro l l ing wound hea l i ng and tissue-repa i r  mechanisms.  

I n accord with this sepa ration the th ree systems arc studied in  
three sepa rate d i scipl ines-neu roscience, endocr inology, and  i m 
munology. However, the recent peptide research h a s  shown in  
d ramatic ways that these conceptual separations a re merely histor
ied art i t;ICts that can no longer be main ta i ned . According to 
Candace Pert, the th ree systems  m ust be seen :1 S I( ) rm i ng a single 
psychosomatic network." ! !  

The peptides, :1 fa mi l y  of s ixty to seventy macromolecules, were 
origina l l y  stud ied in other contexts and were given d i fkrent 
names-hormones, neu rotransmitters, endorphins, growth factors, 
and so O I l .  It took many yea rs to recognize that they a re a single 
f;ll1l i l y  of molecula r messengers. These messengers a re short 
c ha i ns of am i no acids that attach themscl ves to specitic receptors, 
which exist in abundance on the surfaces of all cel l s  of the body. 
By interl ink ing i m l1lune cells, glands, and hra i n  cells, peptides 
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/ ( ) rm a psychosom ; l t ic  network extending t h roughout the e n tI re 
orga n i s m .  Peptides a r c  the  biochem ic a l  m a n i festation of emotions; 
they p la y ;1 cruc ia l  role in the coor d i n a ti ng acti v i t ies of the  1 111-
l l l l l ll C  system;  t h ey i n te r l i n k  a n d  i n tegrate m e n ta l ,  emotion a l ,  a n d  
bi( ) logical  act i \ ' i t  ies.  

A d ra m atic  cha nge of perception beg;1I1 in t he e a r l y  eigh ties 
w i th the cont rovers ia l  d i 'icO\'Cry t h a t  cert a i n  hor nwnes, \\'h ich  
were su pposcd to  he prod uced hy gla nds, a rc pept ides  ;I ll d  a rc ;t ! so 
p rod uced a n d  stored in the bra i n .  ( :onv erscly sc ient i sts fou n d  that  
a type of neu rot ransmit ters  ca l led endorphins ,  w h i c h  were  
t hough t to he  p rod uced on ly  i n  t h e  bra in ,  a rc a l so p rod uced i n  
i m m u n e  c e l l s .  1\S  !llore a n d  more pe pt ide receptors \\'Cre ident i 
fi ed,  i t  t u rned out th ; l t  v i rt u a l l y  a n v  k nown peptide i s  p rod uced in  
t h e  brain alld i n  v a rious pa rts of the hod y .  Thus  Candace  Pe r t  
d ec l a res: " I  can no longer m a k e  a s t rong dist inct ion hetwcen t h e  
bra i n  and t h e  hod y . " ' 1  

I n  the nervous systcm pepti d es a rc p ro d uced i n  l l lT\'C ce l ls  ; l l1 d  
t hen t ra vel  down t he a xons ( the  l o n g  hranches of ncr\'C cel l s )  to  be 
stored i n  l i t t le  ha l l s  at t h e  bottom, where they wai t  / ( ) r  t h e  r ight  
sign; t ! s  to re lease them.  These pept ides p lay a v i L t !  role i n  cOll1 m u 
nicl t ions th roughout the nen'ous syst e m .  Tra d i t i o n a l l y  i t  was 
thought that  the t ra n s fe r  of a l l  nervous i m pu l ses occ u r s  a c rms the 
g;l pS,  ca l led "syn; l pse'i," betwcen ; l d j ;lcent  l1lT\'C ce l l s . But  this  
mechanism turns out  to he of l i l l1 i t ed i m port ; l l lce,  bei ng used 
m a i n l y  for m u scle con t ract ion.  l\lost of  t he sign;t ! s  tha t  come froll1 
t h e  b r a i n  a rc t ra n s m i tted \ ia pept ides e m i t ted by ner\' C  cel l s .  Jh 
attach i ng thelll sehcs to receptors El r a way frol l l  t h e  ncr\'C cel l s  i n  
w h i c h  they orig i nated,  t hese peptides ; Ict  not on ly  t h roughout t h e  
enti re nervous syste1l1, but  a l so i n  ot h er p a r t s  of t h e  bod y .  

I n  the  i m m u ne system t he w h i t e  blood c e l l s  not on ly  h a v e  rc
ceptors fo r a l l  the pep t id e�,  they a l so 111a/«(' pe pt ides t he m sdH's. 
Pept ides con t rol the lll igr;l t ion pa tter ns of i m m u n e  ce l l s  and a l l  
t he i r  v i ta l  fu nctions.  T h i s  d i scO\ ery,  l i k e  t hose i n  cogn i t i H' i m J l lu
nol ogy, i s  l i ke ly  t o  gener a te exc i t i ng t h erapeut ic  a ppl ications.  I n 
d eed , Put a n d  h e r  tea lll recentl y  d i scm ued a new t reatmel l t  f( ) r  
A I I ) S ,  ca l led Pept ide  T ,  t h ; \ l  h o l d s  gre;l t promise.  I '  T h e  scientists 
hypothesize that A I DS is rooted i ll a d i s r u ptiol l  of  pe pt ide COl11-
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lI1 u n icat ion.  They d i scovered that the H I \, enters cel ls  th rough 
partic ula r peptide receptors, the reby i n ter fer ing w i th the functions 
of the enti re netwo r k ,  and they designed a protective peptide that 
;l ttaches i tsel f to these receptors a nd thus blocks the action of H I \'. 
( Peptides occ u r  natu ra l l y  in the body but can be designed and 
synt hesi zed a s  welL)  Peptide T m i ll1 ics the  action of a n a tura l ly  
occ u rr i ng peptide a n d  is  there / l i re com pletely nontoxic, i n  contrast 
w i th all  other A I DS med ications.  The d rug i s  c u rrently goi ng 
th rough a series of c l i n ical  tr ia ls .  I f  i t  p ro ves to he effective,  i t  
could h a H' a rn olutiona ry i l l1 pact on the treatment  o f  A I DS . 

. \ n other  Llsci n ; l t ing aspect of the newly recogni zed psychoso
matic  n('[ work i s  t he d i scovery that peptides arc the biochemical  
l lLlI1 i fcstat ion of ell lot ions.  Most peptides, if  not al l ,  a l ter hehavior  
and mood sta tes, and scientists now hypothesize that each peptide 
Ill ay n oke a u n ique ell1otional  "tone."  The enti re group of s ixty 
to sl'\Tnty peptides I llay  consti tute a un ive rsal biochemical l an
gU;lge of el l1ot ions.  

Tra d i tion;dly l leurosci enti sts ha\T associated emotions with spe
c ific a reas in the bra in ,  notably the l i mbic system.  This i s  i ndeed 
correct. The l i mhic system turns out to he highly en riched with 
peptides.  H OW l'\'  IT ,  it  is  not the only part of the body w he re pep
tide reccptors a rc conccnt rated. For exam ple, the ent i re i ntest ine is 
l i ned w i t h  Jleptide receptors. This i s  why we have "gut feel i ngs. "  
\V e  l i tcr;d ly  feci our  el l1ot ions i n  our  gut.  

I f  i t  is  true that each peptide med i a tes a particu l a r  elllotional  
sute, th is  would l l1ean that  ;d l  sensory perceptions, al l  t houghts, 
and, in Llct, a l l  bod i l y  fu nctions a rc emot ional ly  colored , beca use 
they a l l  i n vo l n' Jleptides.  I nd eed, scienti sts have ohse rved that  the 
nodal poi nts of t he central  nervous syste m ,  which con nect the 
scnSOf\' o rga ns with the hra i n ,  a rc e n riched w i th peptide receptors 
that fi l ter ; l f1d  pr ior i t i ze sensory perceptions.  I n  other words, a l l  
o u r  percepti ons a nd though ts a re colo red b y  emotions.  T h i s ,  o f  
cou rse, i s  a l so our  com m on e xperience. 

The d i scovery o f  this psychosomatic  network i mp l ies that the 
nCf\ ( )l IS  system i s  not hierarchica l l y  structured, a s  had been be
l iC\Td hefore. As C;mdacc Pert puts i t ,  "White  blood cel l s  a rc bits 
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of the bra in  Roat ing a round in the body ."" ' Ult i mately this I m 
pl ies that  cognition i s  a phenomenon that  expands throughout the 
organism,  operating through an in tricate chemica l  network of 
peptides that i ntegrates our menta l ,  emotiona l ,  and biological  ac
t iv i t ies. 



12 

Knowing That We Know 

I dent ify ing cognition with the ful l  process of l i fe-i nc lud ing per
ceptions, emotions, and beha v ior-a nd understa nd ing it as  a pro
cess tha t  invol ves neither a transft'f  of information nor menta l 
reprcsenta t ions of an outside \vorld requ i res a radical  expansion of 
our scientific and phi losophical  frameworks.  ( )ne of the reasons 
why th i s  v iew of m i nd and cogn i t ion is so d i fficult  to accept is that 
i t  runs counter to our t'\'Cryday intu i tion and experience. As hu
man beings we frequently usc the concept of i n fc lfllla tion and we 
constantly make mental  representat ions of the people a nd objects 
111 our env i ronmcnt.  

However,  these a rc spec ific cha rac ter is t ics of human cogni tion 
that resu l t  from our abi l ity to abstract, which is a key characteris
t ic of human consciousness. For a thorough understand ing of thc 
general proccss of cognit ion i n  l i v ing systems i t  i s  thus i m portant  
to  understand how human consciousness, wi th i ts  abstract thought 
and symbol ic  concepts, a ri ses out of the cognit ive process that is 
com mon to al l  l i v ing organisms.  

In the fCl l lowing pages I sha l l  usc the term "consciousness" to 
descr ibe the level  of mind ,  or cogni tion, that is character ized by 
sel f-awa reness. Awareness of the erw i ronment,  accord ing to the 
Santiago theory,  is  a property of cognition at a l l  levels of l ife .  Sel f-
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awareness, as  El r as we k now, is  manifest only in  h igher animals  
and fu l l y  unfolds i n  the human mind.  As  h umans we arc not  only 
aware of our  env ironment,  we a re a l so aware of ourselves and our 
inner world.  In other words, we a re aware that we a re aware. We 
not only k now; we a lso know that we know. I t  is this  specia l  
facu l ty of self-awa reness that I refer to when I use the term "con
sCIousness. " 

Language and Communication 

I n the Santiago theory sel f-awa reness IS v iewed as being tinj 
closely to language, and the u ndersta nd ing of la nguage is ap
proached through a carefu l  analysis  of com m unication. This ap
proach to understanding consciousness has been pioneered by 
H umberto Maturana. ! 

Com munication, accord i ng to Maturana, is not a transmission 
of i nformation, but rather a coordinatioll (�f behallior a mong l i v ing 
organisms through m utual  structu ral coup l ing. Such m utual  coor
d ination of behav ior is  the key characteristic of com m unication for 
a l l  l i v ing organisms, with or without nervous systems, and it be
comes more and more subtle and elaborate with nervous systems 
of increasing complexity. 

Birdsongs a re among the most beaut ifu l  k inds  of nonhuman 
commun ication, which Maturana i l l ustrates with the stunning ex
ample of a particul ar mating song used by African pa rrots. These 
birds often l ive in dense f()rests with hardly a ny possibi l ity of 
visual contact. I n  this environment pa rrot couples timl1 and coor
di nate thei r mating r i tual  by producing a common song. To the 
casua l  l istener i t  seems that each bird is  s inging a ful l  melody,  but 
c loser inspection shows that this melody is actual l y  a d uct in  which 
the two birc ls  a l ternatively expand upon each other's ph rases. 

The whole melody is unique to each couple and is  not passed 
on to thei r offspring. I n  each generation new couples wi l l  p rod uce 
the i r  own characteristic melod ies in their mating rituals .  I n  
Maturana's words: 
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I n  th i s  case (un l ike  with many other bi rds), the vocal coord i nat ion 
of hehavior in the si nging couple i s  a n  ontogenic  l i .e .  developmen
tal l phenomenon . . . .  The part icula r melody of each couple In 
thi s species of hird is un ique to i ts  h i story of coup l ing.c 

This i s  a clear and beauti ful  example of Matu rana's observation 
tha t com m un ication i s  essen tia I I  y a coord i na tion of beha vior.  I n  
other cases w e  may be more tem pted t o  describe com munication 
i n  semant ic  terms-that is ,  i n  terms of an exchange of i n f( )rmation 
that carries some meani ng. However, accord ing to !vlatu rana, such 
semantic descr iptions a rc pro jections by the human observer.  I n  
rea l i ty the coord i nation o f  behav ior i s  determined not by meani ng 
but by the dynamics of structu ral coup l ing. 

Animal  behav ior may be inborn (" inst inct i ve") or learned, and 
accord i ngly we can d i stinguish between inst inct ive and lea rned 
com m u nication. Matl l rana cal ls  the lea rned communicat ive hehav
ior " l inguist ic ." Although i t  i s  not yet la nguage, it shares with 
language the characteristic feature that the same coor d i nation of 
behav ior  may be achieved by d i fferent types of in teractions. Like 
d i fferent Lmguages in human com munication, d i fferent k inds of 
s t  ructu ra I cou pi i ngs, lea rned a long d i fferen t devclopmen ta I paths, 
may resu l t  i n  the same coord ina tion of behav ior.  I ndeed, in 
:-'la turana's vicw such l inguist ic behav ior is the bas is  f() r  language. 

Linguist ic com munication req u i res a nervous system of consid
erable complexity ,  beca use i t  i nvolves qu i te a lot of complex learn
i ng. For example, when honeybees ind icate the location of specific  
Mowers to each other  by danc ing out in t rica te patterns, those 
dances are part ly based on inst inctive behav ior ; l Ild pa rt ly learned. 
The l i nguist ic (or learned) aspects of the dance a rc spec i tlc  to the 
context and soc ia l  h i story of the beeh i ve. Bees from d i fli.." fent h ives 
dance in d i fferent "dia lects," so to speak .  

Evcn \'Cry in t ricate f( )f J l ls  of l i nguist ic communication, such a s  
the so-cal led language of becs, a r c  not y e t  language. Accor d i ng t o  
!vlatu ra na, la nguage a ri ses when there is commullicatioN about 
communication. I n  other words, the process of " languaging," as  
Maturana cal ls  i t ,  takes place when there i s  a coord i nation of 
coord i nations of behavior .  "1aturana l ikes to i l lustrate this mean-
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ing of language with a hypothetica l  com munication between ;\ cat 
and her owner. l 

Suppose that every morning my cat meows and runs to the 
refrigerator. I fol low her, take out some m i l k ,  and pou r i t  i nto a 
howl ,  and the cat begins  to l a p it up.  That is com mun ication-a 
coordi nation of behavior through recu rrent m utua l  i n teractions, or 
I l l utual structura l coupl i ng. Now suppose that one morning I 
don't fol low the meowing cat because I k now that [ 've run out of 
mi l k .  If the cat were somehow able to cOll1 mun ic\tc to mc some
th ing l i ke "Hey, I 've now meowed three t i mes; where i s  Illy 
m ilk � "  that would be la nguage. Her  reference to her previous 
I l l eowing would  constitute a com m unication about a commun ica
t ion, and thus, accord ing to Matu rana's defin i tion,  would qua l i fy 
a s  langu;\ge. 

Cats a rc unable to use language in that sense, but h igher apes 
may wel l  he able to do so. I n  a series of wel l -publ ic ized experi
ments American psychologists showed that chim panzees are able 
not only to learn many s tandard signs of a sign language, but to 
c reate new exprcssions by combin ing va rious signs.4 Thus one of 
t he ch imps, named Lucy, i nvented several sign combinations: 
"fruit-d r ink"  for watermelon , " filOd-cry-strong" for radish,  and 
"open-d rink-eat" filr refrigerator. 

( )ne day, when Lucy got very upset upon see ing that her hu
man "pa rents" were getting ready to Ie;\ ve, she tu rned to them 
and signed "Lucy cry." By making this statement about her cry
ing, she evidently comm u nicated something about a com J11un ic\
t ion.  "[t seems to us," write Maturana and Varela,  "that, at this 
poi nt, Lucy is languaging. ' "  

Al though some pr imates seem to have the potent ia l  of commu
nicat ing in  sign l a nguage, their  l ingu ist ic domain is extremel y 
l i m i ted and does not come anywhere nc;\ r the rich ness of h uman 
Lmguage. In  human la nguage a vast  space is opened up  i n  which 
words serve as tokens fin the l inguistic coord i nation of actions and 
a rc a l so used to c reate the notion of objects. For example,  at a 
picnic we can use words as l i nguistic disti nctions to coord inate our 
actiol1 s  of putting a tablecloth and fil()(l on a t ree stump. [ 11 addi
t iol1 ,  we can a lso refer to those l i nguist ic d i st i nctions ( in other 
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words, make a d istinction of d i stinctions) hy using the word "ta
hie" and thus bringing forth an  object. 

Objects, then, in Maturana's  v iew, a rc l inguistic di stinctions of 
l inguistic d istinctions, and once we have objects we can create 
abstract concepts�the height of our table, for example�by mak
ing d istinctions of d istinctions of d istinctions, and so forth.  Using 
Ra teson' s term i nology, we could sa y that a h iera rc hy of logical 
types emerges with human language.(, 

Languaging 

Our l inguistic d i st i nctions, moreover,  are not isolated but exist " in 
the network of struct ural  coupl ings that we continual ly  weave 
through I languagi ngl ."7 Meaning ar ises as  a pattern of relation
ships among these l inguistic d istinctions, and thus we exist in  a 
"semantic domain" created by our I anguaging. Fina l ly ,  self-awa re
ness a rises when we usc the notion of an  object and the associated 
abstract concepts to describe ourselves. Thus the l inguistic domain 
of human bei ngs expands further to incl ude reflection and con
sCIousness. 

The uniqueness of being human lies in  our abi l ity to cont inu
a l l y  weave the l inguistic network in  which we arc embedded. To 
he human is to exist in l anguage. I n  la nguage we coordi nate our 
beha\ ior, and together in  language we bring forth our worl d .  
"The world everyone sees," w rite l\1aturana a n d  Va rela , " i s  n o t  the 
world but a world,  which we bring forth with others."K This 
human world centra l l y  inc l udes ou r inner world of abstract 
thought, concepts, symhols, mental representations, a nd sel f
awa reness. To be human is to be endowed with reflective con
sciousness: "As we know how we know, we bring forth our
sci  yes. " q  

In a h uman convCfsation ou r i nner world of concepts and ideas, 
our emotions, and our body Illovements become tightly l in ked in a 
com plex choreography of behavioral coord ination.  F i lm anal yses 
have shown that every conversation invol ves a subtle and largel y  
unconscious dance in  which t h e  deta i led sequence o f  speech pat
terns is  precisely synchronized not only with m i n ute movements 
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of the speaker's body, but a l so wi th correspond i ng movemen ts of 
the l istener. Both partners a rc locked i n to this  precisely synchro
n i zed sequence of rhythmic movements, and the l i nguistic coonl i 
nation of the ir  m utual l y  tr iggered gestures la sts as  long as they 
remai n  i nvolved in their conversation. I I I  

Maturana's theory of consciousness d i ffers fundamenul ly  from 
most others because of i ts emphasis on la nguage and communica
tion . F rom the perspective of the Santiago theory, the currently 
fashionable attempts to expla i n  h uman consciousness i n  terms of 
quantum effects i l l  the brain or other neu rophysiological processes 
are a l l  bound to bi l .  Self-awareness and the unfold i ng of our 
inner world of concepts and ideas a rc not only inaccessible to 
explanations i n  terms of physics and chemistry; they can not even 
be understood through the biology or psychology of a single or
ganism.  Accord i ng to Maturana, we can understand hUIllan con
sciousness only thro ugh language and the whole socia l  context in 
which i t  i s  embedded.  As its Lat in root-coll -scire ("knowing to
gether")-might ind icate, consciousness i s  essent ia l ly  a social  phe
nOlnenon. 

It  i s  also instructive to compare the notion of bringing li)rth a 
world with the ancient I nd ian concept of maya. The original 
meaning of maya i n  ea rly H i n d u  mythology is the "magic creative 
power" by which the wor l d  i s  created in the d i v i ne play of B rah
man. 1 I The myriad forms we perceive arc a l l  brought forth by the 
d iv ine  actor ;l l1d magician, and the dynamic li) rcc of the play is 
karma, which l i teral ly  means "action." 

Over the centuries the word maya-one of the Illost i m portant  
terms i n  I nd ian  phi losophy-changed its mean ing. F rom the cre
ative power of Brahman i t  came to sign i fy the psychological state 
of anybody under the spell of the m agic play. As long as we 
confuse the material limns of the play with object ive rea l i ty ,  with
out perceiv ing the un i ty of Brahman underly ing al l  these limns, 
we a rc under the spe l l  of maya. 

H induism denies the existence of an objective rea l i ty .  As in the 
Santiago theory, the objects we perceive a rc brought I( )rth thro ugh 
action. H owever, the process of bringing I( )rth the world occurs on 
a cosmic scale rather than at the human level of cognit ion.  The 
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world brought ti )rth i n  H i nd u  mythology i s  not a world ti)r a 
particula r human society bou nd together by language and cu l tu re, 
but the world of the magic d i v i ne play that holds us all under its 
spel l .  

Primary States o f  Consciousness 

I n  recent yea rs Franc isco Va rela has been ti ) l lowing a nother ap
proach to consciousness that,  he hopes, may  add an addi t ional  
d imension to Maturana 's  theory. His  basic hypothesis is  that there 
is a {i)fln or pri m a ry consciollsness in all higher vertebrates that is 
not yet sel f-rdlect ive but in volves the experience of ;1  "un icl ry 
mental  space," or "menta l  state." 

.'\utllerous recent  exper iments ,>vi th an imals  and humans  have 
shown tha t  th is  men u l  space is composed of many d i mensions
in other words,  i t  is  c reated by many d i fferen t  hrain fu nctions
and yet it is ;1 si ngle coherent experience. For example, when the 
sllle l l  of : 1  perfullle evokes a plc;l s:l l1 t or unpleas;l l1 t sensation, onc 
experiences a si ngle, coherent ment:d state com posed of sensory 
perccptions, memories, and emotions. The experience is not con
stant,  as we well k no\\', and may be extremely short. Mental sta tes 
arc trans i tory, con t inua l ly  a ris ing a nd subsid i ng. H owever, it docs 
not seC l l l  possible to experience thelll without some fi n i te span of 
d uration . A nother i m porLlnt  obsenat ion i s  that  the experiential  
state is a lways "embod ied "·---that is ,  embedded i n  a particu la r 
field of sens;l tion . I n  t;lC t ,  lI10st Illental  s tates seem to have ;1 d Oll1 i 
ILlll t sensation that colors t he enti re experience. 

\ 'a rela recently publ i shed a paper in which he sets ti Jrth h i s  
basic hypothesis and proposes a specific neura l  mech;l l1 i sm ti )r the  
constitution of pri m a ry states of consciousness i n  a l l  higher verte
hrates. l .'  The key idea i s  that trans itory experiential  sta tes a rc 
created hy a resonance phenomenon known as "phase lock ing," i n  
which d i fferent bra in  regions a rc i n terconnected in  such a way 
that a l l  the i r  neurons fi re in synch rony. Through this synchro n iza
tion of neu ral act iv i ty ,  tempora ry "cell  assembl ies" a re formed, 
which may consist of widely d ispersed neural  c i rcu i ts. 

Accor d i ng to Va rela's hypothesis, each cognit ive experience is 
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based on a specific cel l assembly, in which many d i fferent neural  
act ivities-associated with sensory perception, emotions, memory, 
bodi ly  movements, and so on-a re un ified i n to a transient but 
coherent ensemble of osc i l lat ing neurons.  The Elct th;l t neural  
circuits tend to osc i l late rhythm ical ly  i s  wel l -known to neuroscien
tists, and recent research has shown that these osc i l l ations arc not 
restricted to the cerebral cortex but occur  at  va rious levels in the 
nervous system.  

The n u merous experiments c i ted by  Va rela i n  support of h is  
hypothesis ind icate that  cognit ive experiential sta tes a re c reated by 
the synchron ization of fast osc i l l a tions in the gamma and beta 
range that tend to arise and subside qu ickly .  Each phase locking is 
associated with a characteristic relaxation t ime, which accou nts for 
the m i n i m um d u ration of the experience. 

Varela's hypothesis establ ishes a neurological basis for the dis
tinction bctween conscious and u nconscious cognition, which neu
roscientists have bcen looki ng for ever si nce Sigm und F reud d is
covered the h uman unconscious. ' l Accord ing to \'a rela ,  the 
pr imary conscious experience, common to a l l  higher vertebrates, is 
not located in a specific part of the brain,  nor can i t  be identified in 
terms of specific neural structures. I t  is the manifestation of a 
particu lar  cognitive process-a transient synchron izat ion of d i
verse, rhyth m ical ly  osc i l lat ing neural  ci rcuits. 

The Human Condition 

Human beings evolved from the upright walk i ng "Southern apes" 
(genus AU.itralopithccus) around two mi l l ion years ago. The transi
tion from a pes to humans, as  we have learned i n  a n  ea r l ier  chap
ter,  was d riven by two d i st inct developments:  the hel plessness of 
prema turely born infants, which req u i red supportive ft m i l ies and 
com munities, and the freedom of the hands to make and usc tools,  
which st imula ted brain growth and may have contributed to the 
evolution of language ' 4 

lYLt turana's  theory of langu;lge and consciousness a l lows us to 
i nt e r l ink these two cvol utionary d rives.  Since la nguage resu lts i n  a 
\"Cry sophisticated and effect ive coord i nation of behav ior, the 
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evolution of language a l lowed the  early human bei ngs to greatly 
increase the i r  cooperat ive acti v i ties and to d evelop bmi l ies, com
muni t ies, and trihes that gave them tremendous evolutionary ad
vantages. The c rucia l  role of la nguage in human evolution was  not 
the abi l ity to exchange ideas,  but the increased abi l i ty to cooperate. 

As the d iversity and rich ness of our human relationships in
creased , our humani ty-ou r language, art ,  thought, and cul ture
un/dded accord ingly.  At the sa me t ime, we a l so developed the 
abi l i ty of abstract th inking, of bri ngi ng /< )rth an i nner wor l d  of 
concepts, objects, and images of ourseh-cs. G radu;t l l y ,  a s  this inner  
world became evcr Illore d iverse and complex, we began to lose 
touch with nature and became ever more fragmented persona l i 
ties. 

Thus a rose the tension between wholeness and fragmentation , 
between body and sou l ,  which has been identified as the cssence of 
the human condi tion by poets ,  phi losophers, and mystics through
out the ages.  Human consciousness has brought /< )rth not only the 
Chauvct  cave pa in t ings, the Bhaga va d  Gila,  the B ra ndenbu rg 
Concertos, and the theory of rela t iv ity,  but a l so s lavery, witch 
burni ngs, the Holoca ust,  and the bombing of H i rosh ima .  Among 
a l l  the species, we a re the only ones that k i l l  the ir  own k ind i n  
pursuit  of religion, free markets, p;l tr ioti sm,  a n d  other abstract 
ideas .  

Budd h ist  ph i losophy conta i ns some of the most l ucid exposi
tions of the  hU llla n  cond i tion and i ts roots i n  language ;md con
sciousness. l )  Existentia l  human sufkring ar i ses, i n  the Buddhis t  
\- iew, when we c l ing to  fi xed /< >rtns and categories c reated by the 
mind i nstead of accepting the impermanent and trans i to ry nature 
of al l  th ings. The Buddha taught that al l  f ixed for m s-things, 
nents, pcople, or i deas-are nothi ng but maya. Like the Ved ic  
seers and sages, he used th i s  ancient I nd ian  concept but  brought i t  
down from the cosmic level i t  occupies i n  Hindu i sm,  connecting i t  
with the process of h u m a n  cognition a n d  thus g iv ing it  a fresh,  
a l most psychotherapeutic in terpretation. I ( ,  ( )ut  of ignorance 
(avidya), we d iv ide  the perceived world in to separate objects that  
we see as fi r m  and permanent, but which a rc redl y  trans ient  and 
ever-changing. Trying to c l ing to our r ig id  ca tegories i nstead of 
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rea l i zing the H uid i ty of l i fe, we a re bound to experIence frustra
tion a fter frustration. 

The Buddhist doctr ine of i m permanence i nc ludes the notion 
that there i s  no self�no persistent s ubject of our varying experi
ences. I t  holds that the idea of a sepa rate, i n d i v idua l  sel f is an 
i l l  us ion,  j ust a nother form of maya, a n  i n tel lectual concept that has 
no rea l ity .  To c l i ng to this  idea of a separate self leads to the same 
pa i n  and suffering (duhkha) as  the ad herence to any other fixed 
category of thought. 

Cogni tive  science has a r rived at exactly the same posi t ion. ] 7 
According to the Santiago theory, we bring t()rth the sel f  j ust as 
we bring f()r th objects. Our  sel f� or  ego, docs not have any inde
pendent existence but i s  a resul t  of our i n ternal  structural  cou
pl ing. A deta i led ana lysis  of the bel ief i n  a n  i ndependent,  fi xed self 
and the result ing "Cartes ian anxiety" leads F rancisco Va rela and  
his  col leagues to  the  f()l Iowing conc lusion: 

( )ur grasping a fter an  inner ground is  the essence of ego-sel f and is  
the source of continuous frustration . . . .  This  grasping a fter an 
inner ground is i tself a moment in a la rger pattern of grasping that 
includes our c l inging to an outer ground in the f()ffl1 of the idea of 
a pregiven and independent world. In other words, our grasping 
after a ground, whether inner or outer, i s  the deep source of fru'i
tration and anxiety. 1 S 

This, then, is the crux of the human condit ion.  We a re autono
mous i n d i v id ua l s, shaped by our own h i story of structural 
changes. We a rc self-aware, aware of our ind iv idua l  identity�and 
yet w hen we look f()r a n  i ndependent self within our vvorld of 
experience we cannot find any such ent i ty .  

The or igin of our d i lemma l ies in  our  tendency to create the 
abstractions of sepa rate objects, i nc luding a separate sel f, and then 
to bel ieve that they belong to an objective, i ndependently exist ing 
rea l i ty.  To overcome our Cartesian  a n xiety, we need to think sys
tCll1 ica l ly ,  sh i ft ing our conceptual f(xus from objects to relation
sh ips.  Only then can we real ize that identity, i nd iv idua l i ty, and  
a utonomy do not  i mply separateness and i ndependence. As Lynn 
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Margul is  a nd Dorion Sagan remind lI S ,  " I ndependence is a pol i ti 
caL not a sc ient i tl c ,  term." l ' J  

The power of ahstract th ink ing has led us to t reat the natura l  
envi ro n Il1ent�the weh of l i tt'�as i f  i t  consisted of sepa rate parts, 
to be exploited hy d i fkrent i n terest groups. Moreover ,  we have 
extended this fragmented view to our human soc iety , d i v id ing  i t  
i nto d i fkrent nations, races, rel igious a nd pol it ical  groups. The 
bel ief tha t all these fragments�i n ou rselves,  in our envi ronment,  
a nd in  our society�a rc rea l l y  separate has a l ienated us from na
ture and from our kl low h uman beings and thus has d i m i n i shed 
us. To rega i n  our Cu l l  human i ty,  we have to rega i n  our experience 
of connected ness with the enti re web of l i fe. This reconnecti ng, 
rcligio in Lat in ,  is  the \cry essence of the spir itual  grou nding of 
deep ecology. 



Epilogue: 

Ecological Literacy 

Reconnecting with the web of l ift, means  bui ld ing and n urturing 
sustainable communities i n  which we can satisfy ou r needs and 
aspirations without d imin i sh ing the chances of future gencrations. 
For this task we can learn va luable lessons from the study of 
ecosystcms, which are sustainable comm uni ties of plants, a n imals ,  
and  microorganisms. To u nderstand these lessons, we need to 
learn the basic principles of ecology . We need to becollle, as i t  
were, ecologica l ly  l i tera te.  I Being ecologica l ly  l i terate, or "ecol i ter
ate," means understanding the principles of organ ization of eco
logical communi ties (ecosystems) and using those principles for 
c reating susta i nable human com m u nities. We need to rev ita l ize 
our comm u nities-i nc luding our educational communi ties, busi
ness communi ties, and pol it ical  communi ties-so that the princi
ples of ecology become m a n i fest i n  them as  principles of cd ucl
tion, management, and poli tics.-' 

The theory of l iv ing systems d i scussed i n  this  book provides a 
conccptual framework for the l i n k  between ecologica l  communi
ties a nd human communi ties. Both a rc l i v ing systems that  exhibit 
the same basic principles of organ ization. They a rc networks that 
a re organizationa l ly  closed, but open to the Hows of energy and 
resources; thei r structures a re determined by their histories of 



298 T Il E  W E B  O F  L I F E  

structu ral  cha nges; they a rc i ntel l igent because of the cognit ive 
d i mensions i nherent i n  the processes of l i fe.  

( )f course, there a rc many d i fferences between ecosystems and 
human com m uni ties .  There is no self-awa reness i n  ecosystems, no 
language, no consciousness, and no cu l tu re; and therefore no j us
t ice or dell1ocr;lcy; but also no greed or d i shonesty. We cannot 
learn anyth ing about those human va lues and shortcomings from 
ecosystems.  But  what we call learn and m ust learn from them i s  
hoy\' to l ive  susta i nably .  Dur ing more than  th ree b i l l ion  years of  
evolution the  pla net's ecosystems have  organ ized themselves i n  
subtk a n d  complex ways s o  as to maxim ize susta i nahi l i ty .  This 
wisdom of natu re is the essence of ecol i teracy. 

Based on the understand i ng of ecosystems as  a utopoietic net
works and d i ss ipative structures, we can formulate a set of pr inc i
pks of org;mi :t.ation that  may be identi tied as  the bas ic  princ iples 
of ecology and usc them as guidel i nes to build sustai nable human 
com m u n ities. 

The !lrst of t hose principles is i n terdepcndence. All members of 
an  ecological comm uni ty  a rc i nterconnected in a vast a nd i n tricate 
network of relationships, the web of l ife .  They derive their  essen
tial properties a nd ,  in bct, the i r  very existence from their relation
ships to other th ings. I n terdcpendence�the m utual  dependence of 
a l l  l i fe processes on one a nother�is the nature of all ecological 
rela t ionsh i ps. The beha v ior of C\Try I i v i  ng rnern ber of the ccosys
tem depends on the hehav ior of m;my others. The success of the 
\\' hok com 111 un i t  y depends on the success of i ts i nd i  v id  ual mem
bers, whi le  the success of each member depends on the success of 
the comm un ity as  a whole. 

Understand ing ecologica l i n terdependence means understand
i ng relationships .  I t  req u i res the sh ifts of perception that arc char
acterist ic of systems th i n k i ng�from the pa rts to the whole, from 
objects to relationsh i ps,  from contents to patterns. A susta inable 
human comm unity i s  aware of thc m ul tiple rel a tionships among 
i ts members. Nou r ish ing the comm u n ity mea ns nour ish i ng those 
rcla t ionshi ps. 

The bct that the basic pattern of l i fe  is a network pattern 
means that the relationsh ips among the mcmbers of an ecologica l 
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comm uni ty arc nonl inea r ,  invol v i ng m ult iple feedback loops. L in
ear chains  of cause and effect  exist very rarely i n  ecosystems.  Thus 
a d isturbance wil l  not be l i mi ted to a s ingle effect but i s  l ikely to 
spread out in ever-widening patterns. I t  may even be ampl ified by 
i nterdependent feedback loops, which may com pletely obscure the 
original source of the d i sturbance. 

The cycl ical  nature of ecological processes i s  a n  i m portant  prin
c iple of ecology . The ecosystem 's feedback loops a rc the path\\'ays 
a long which n utrients a rc cont inua l ly  recycled.  Being open sys
tems, a l l  orga n isms in a n  ecosystem prod uce wastes, but what is 
waste for one sjlecies is food for a nother, so that the ecosystem as a 
whole remains  wi thout waste. Com m uni ties of organisms have 
evolved in this way over b i l l ions of years, cont inua l ly  using and 
recycl ing the same molecules of m i nerals ,  water,  and a i r .  

T h e  lesson for human communi ties here i s  obvious. A major 
c lash between economics a nd ecology der ives from the fact  that 
nature i s  cycl ica l ,  whereas our  ind ustria l  systems a re l inea r. Our 
busi  nesses ta  ke resources, transform them into prod ucts  plus 
waste, and  sel l  the prod ucts to consumers,  who d i scard more waste 
when they have consumed the prod ucts. Susta i nable patterns of 
prod union and con sum ption need to be cycl ica l ,  i 111 i ta t i  ng the 
cycl ical  processes in nature .  To ach ieve such cycl ical  p;l tterns \\'e 
need to fundamenta l l y  redesign our businesses and  our econol1ly. l 

Ecosystems d iHt'[ from ind iv idua l  orga n isms i n  that they arc 
l a rgely (but not completely) closed systems with respect to the flow 
of matter, whi le  being open with respect to the flow of energy. 
The pr i mary source tiJr that flow or energy i s  the sun .  Sola r  en
ergy, transti Jr ll1ed i n to chemical  energy by the photosynthesis of 
green p lants ,  d rives most ecological cycles .  

The imjll ications til r  maintaining susta inable human com muni
ties a rc aga i n  obvious. Solar energy i n  i t s  many ti Jr ll l s-sunl ight 
ti)r solar heating and photovoltaic electricity, wind and hyd ro
power, biom ass, and so on-is the only k i nd of energy that is 
renewable, economica l ly  efficient, and env i ronmcnta l ly  ben ign. By 
d i srega rd ing this ecological Llct, our pol it ical  and corporate lead
ers aga in  ; \ I1d aga i n  enelanger the heal th and well-being of mi l 
l ions a round the world.  The  I <) <)  I war i n  the  Persian  G u l L  tilr 
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exam ple, which k i l l ed hundreds of thousands, i m poverished mi l 
l ions, and ca used un preculcnted env i ronmental d i sasters, had  i ts 
roots to a la rge extent  i n  the m isgu ided energy pol icies of the 
Reag;lI1 and Bush admin istrations. 

To desc r ibe soLl r energy as  econom ical ly effIc ient assumes that 
the costs of energy production a rc counted honestly .  This i s  not 
the case in most of today's m;l rkct economics. The so-cdlcd free 
ma rket docs not pro\O ide consu mers with proper in f( ) r ll1ation, be
cause the soc ia l  and CI1\o i ron l l1enta l  costs of prod uction arc not part 
of current  econoi ll i c  models." These costs a rc l aheled "external" 
\ ar iahles hy corporate and government economists, Ix'Cause they 
do not ti t i n to the i r  theoretical framework . 

Corporate economists treat as free commodi ties not only the a i r , 
\\" ; I tcr,  ; l Ild soi l ,  hut a l so the del ica te weh of social  rclat ions, which 
is severely affecrcd hy cont inu ing economic expansion. Pri v;lte 
protl ts ;I re heing made at  puhl ic costs in the deterioration of the 
eIl \ i ronment and the gcner;d qua l i ty of l I fe, and at  the expense of 
future generations. The ma rketplace s imply gives us the w rong 
int( lf I l1at ion.  There is a lack of ti.:ed hack ,  and basic ecologicd l i ter
acy tel l s  us that sl lch a system i s  not susta i nable. 

( hlC of the most effective W;I YS to change the s i tuation would he 
an ccologicd ta x rd(lf Il1 . S uch a tax reform would he strict ly 
rn"Cnue neutral ,  sh i ft ing the ta x hll rden from i ncome taxes to 
"eco-ta xes ."  This  means t 1ut t;l xes would be added to exist ing 
prodllcts, t( ) r l11s of energy, services, and materials,  so that prices 
would hetter rcHeet the true costs.) In order to be successfu l ,  an 
ecological ta x rct( ) f I ll needs to be a slovv and long-term process to 
gin' new technologies and consllIn ption patterns sufficient t ime to 
adapt, and the cco-taxes need to he appl ied pred ictably to en
couLlge ind ustr ia l  i nnovation. 

S lIch a long-term and s low ecological tax rct( )rm would grad u
ally d r i  \(' wasteful and harmful  technologies and consum ption 
pa t terns out of the ma rket. As energy prices go up, wi th corre
spond i ng income tax red llc t ions to offst't the i ncrease, people w i l l  
i ncreasingly switch from cars t o  hicycles, use puhl ic tra nsporta t ion, 
and ca rpool on thei r way to work .  As taxes on petrochemicals  and 
fuel go up, aga in  with offsetting red uctions in i ncome taxes, or-
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gan ic  farming w i l l  hecome not only the heal thiest but a l so the 
cheapest means of prod ucing food . 

Eco-taxes a re now under serious d i scussion in  several European 
countries and a re l ikely to be introduced in  a l l  countries sooner or 
l ater. To remain competitive under such a new system, ma nagers 
and entrepreneurs w i l l  need to become ecological l y  l i te rate. I n  
particu lar ,  deta i led k nowledge of the How of energy and matter 
through a company wi l l  be essentia l ,  and this is why the newly 
developed practice of "eco-auditi ng" wil l  be of par;1 l110unt impor
tance.i, An  eco-;lUd i t  is concerned with the ell v i ronmcnta l  conse
quences of the Hows of mater ia l ,  energy, and people through a 
company and therefore with the true costs of prod uction. 

Partnership i s  an  essentia l  characterist ic of  susta inable cOlllmu
ni ties. The cyc l ica l  exchanges of energy a nd resou rces i n  an  ecosys
telll a re sustained by pervasive cooperation. I ndeed, we h;lve  secn 
that sincc the c reation of the fi rst n ucl eated ce l l s  over two bi l l ion 
years ago, l i fe on Earth has proceeded thro ugh ever more in tr ica te 
a rrangements of cooperation and coevol ution. Partnership�the 
tendency to associate, establ ish l i nks, l i ve  i nside one another, and 
cooperate�is one of the ha l lmarks of l i fe. 

In human communi ties partnersh i p  means democracy and per
sonal empowerment, beca use each mcmber  of the communi ty 
plays an i m portant role .  Combining the pr inciple of partnership 
with the dynamic of change and development, we may a l so usc 
the term "coevol ution " metaphorica l ly  i n  human comlTlun ities .  As 
a partnership proceeds, each partner better understands the needs 
of the other. In a true, com m itted partnership both partners learn 
and change�they coevolve.  Here aga in  we notice the hasic ten
s ion hetween the chal lenge of ecological sllstainabi l i ty and the way 
in which our present societies arc structu red, between economics 
and ecology. Economics emphasizes competition, expansion, and 
domi nation; ecology emphasizes cooperation, conservation, and 
partncrsh i p. 

The principles of ecology mentioned so f;l r�interdcpendencc , 
the cycl ical  How of resources, cooperation, and partncrsh ip�are 
a l l  d i fferent aspects of the same pattern of organ ization. This is 
how ecosystems organ ize themsel ves to maximize sllsta inabi l i ty. 
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Once we haH' u nderstood this pattern ,  we can ; lsk m ore detai led 
q uestions. For exam ple ,  what i s  the res i l ience of these ecological 
cOlll m uni t ies ' f-\O'VV do they react to outside disturbances ? These 
questions lead us to two further pr inciples of ecology-flexibi l i ty 
and d iversity-that  enable ecosystems to surv ive d i stu rbances and 
adapt  to cha nging cond it ions.  

The flexibi l i ty of an  ecosystem is a consequence of its m u l tiple 
feedback loops, which tend to bring the system back i nto ba lance 
whcncH'r there is a dev iation from the norm, d ue to changing 
e[1 \' i ron l 11cnta l  condi t ions.  For example, i f  a n  u nusua l ly  warm 
sU lll mer rcsul ts  i n  increased growth of a lgae i n  a la ke, some spe
cies of /-ish feed i ng on these a lgae may flourish and  breed more, so 
that their  n u mbers increase and they begi n to deplete the algae. 
Once their nu jor  suurce of food is reduced, the /-ish w i l l  beg in  to 
d ie  out. As the fish popula tion d rops, the a lgae wil l  recover a nd 
expand aga i n .  I n  th is  way the origina l  d i st ur ba nce generates a 
tluctu ation a round a feedback loop, which eventua l l y  brings the 
fish/a lgae system back i nto  balance .  

Distu rb;lllces of tha t  k ind happen a l l  the t ime, because things in 
the env i ronmcnt change ;. 1 1  the t ime, and thus the net effect is 
cont inua l  fluctuation.  Al l  the variables we can observe i n  an 
ecosystem-popula tion dcnsi t ies, ava i lab i l i ty of n utrients,  weather 
patterns, and so f( )r th-a l ways tluctuate. This i s  how ecosystems 
mai ntai n  themsel vcs in a tlex iblc  state, ready to adapt to changi ng 
conditions. The weh of l i fl' is  a flcxible, ever-fluctuating network . 
The mure variables ;l rc kept fl uctuating, the more d ynamic  is the 
system; the greater is its flexibi l i ty;  and the greater i s  i ts ab i l i ty to 
adapt to changing cond it ions . 

. \ 1 1  ecolugical  fl uctuations take place between tolerance l i m i ts .  
There i s  a l ways the danger that  the whole system \vi l l  col l apse 
w hen a tl uctua tion goes beyond those l i m  i ts a nd the system ca n no 
longer compensate for i t. The same is trlle of human com m u n i ties.  
Lack of tlcx ihi l i ty m a n i fests i tself as  stress. In particu lar, stress wi l l  
occu r  when one  or more var iables of the system are  pushed to 
their extreme va l ues, which ind uces increased rigid i ty thro ughout 
the system. Tem pora ry stress i s  an  essentia l  aspect of l ife, but  
prolonged stress is harmful  and destructive to  the  system. These 



E P I L O G U E :  E C O L O G I C A L  L I T E R A C Y  303 

considerations lead to the i m portant real ization that managing a 
socia l  system-a company, a c i ty ,  or an economy-means finding 
the optima! va lues for the system's var iables. If one tr ies to maxi
mize any  s ingle var iable i n stead of opti miz ing i t, th is  wi l l  i n var i 
ably  lead to the destruction of the system as a whole.  

The principle of tlexibi l i ty a lso suggests a corresponding strat
egy of contlict resol ution. I n  every communi ty there wi l l  invar i 
ab ly  be contrad ictions and conflicts, which cannot he resolved i n  
flvor of o n e  or t h e  other side.  For example, t h e  com muni ty w i l l  
need stahil i ty and cha nge, order and freedom, t rad i tion and i nno
vation. Rather than hy rigid decisions, these una voidable  contlicts 
arc much better resolved by establ i sh ing a dynamic balance. Eco
logical l i teracy incl udes the knowledge that both sides of a contlict 
can be important,  depending on the context,  and that the contra
d ictions within a commun ity arc signs of i ts d iversity and v i ta l i ty 
and thus contribute to the system's v i ;lb i l i ty .  

I n  ecosystems the role of d iversity i s  closely connected with the 
system's network structure. A d iverse ecosystem wil l  a lso be resi l
ient ,  beca use i t  conta ins many species wi th overlapping ecological 
fil l1ctions that can partia l ly  replace one another. When a part icular 
species is destroyed by a severe d isturbance so that a l ink in the 
network i s  broken,  a d iverse community wi l l  be able to survive 
and reorgan ize i tself� because other l inks i n  the network can at  
least  pa rtial l y  fu l t-i l l  the fu nction of the destroyed species. In other 
words, the more com plex the network is,  the more complex i ts 
pattern of i n terconnections, the more resi l ient  it w i l l  be. 

I n ecosystems the complexity of the network is a consequence of 
i ts biod i versity,  and thus a d iverse ecological com m u n i ty i s  a resi l 
i e n t  comm unity .  I n  h uman communi t ies ethnic a n d  cu l tura l  d i 
versi ty may p lay  the  same role. Divers i ty means many d i fferent 
relationships, many d i fferent approaches to the same problem. A 
d iverse communi ty is a resi l ient comm unity ,  capable of adapting 
to changing s ituations. 

However, d iversity i s  a st rategic advantage only if there i s  a 
truly v ibrant comm u n i ty, sustained by a weh of rela tionsh i ps .  I f  
the community i s  fragmented into i sola ted gro u ps ;l I1d ind iv iduals,  
d iversi ty can eas i ly  become a source of prejud ice and friction. But 
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i f  the com muni ty is  aware of the i n terdependence of a l l  its mem
bers, d iversity wil l  en r ich al l  the relationships and thus enrich the 
communi ty  as a whole, as well as each i n d i vid ual member.  In  s uch 
a com muni ty i n tclfIn ation and ideas flow freely thro ugh the ent ire 
network ,  and the d iversity of i nterpretations and learning styles
even the d iversity of mistakes-wi l l  en rich the ent ire comm unity. 

These, then, a rc some of the basic principles of ecology-i nter
dependence, recycl ing, partnership, flexibi l i ty ,  d iversi ty ,  and, as  a 
consequence of a l l  those, susta inab i l i ty .  As our century comes to a 
c lose and we go toward the beginning of a new mi l lenniu l11 , the 
surviva l  of humani ty  will  depend on our ecological l i teracy,  on our  
abi l i ty  to understand these principles of ecology and l i ve  accord
ingly.  



Appendix: 

Bateson Revisited 

I n  t h i s  a ppendi x  I s h a l l  examine Bateson's s ix  cr i teria o f  mental  
process and compare them to the Santiago theory of cognition. I 

I .  A mind is an aggregate of interacting parts or compollt'llts. 

Thi� c ri terion is impl ic i t  in the concept of an autopoietic net
work,  which is  a network of in teracting components. 

2 .  The interaction between parts of mind i.i triggered by ditle'rmce. 

Accord ing to the Santiago theor y ,  a l i v i ng organism brings 
forth a world by making d i stinctions. Cogni tion resu l ts from a 
pattern of d isti nctions, and d istinctions a rc perceptions of d iffer
ence. For example, a bacterium,  as  mentioned on page 26S, per
ceives d ifferences in chemical concentration a nd tem perature. 

Thus both Maturana and Bateson emphasize d ifference, but 
whereas for Maturana the particu lar  cha racteristics of a d iHL'rence 
are part of the world that i s  brought forth in the process of cogni 
tion, Bateson, as Del l points out ,  t reats d ifferences as objecti \'C 
features of the world .  This is apparent in  the way Bateson 1l1 -
t roduces h is  notion of d i fference i n  Mind and Nature: 
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Al l  receipt of information is necessari ly the receipt of news of 
dijri'rt'llct', and a l l  perception of d ifference is l im i ted by th reshold. 
Differences that arc too slight or too slowly presented arc not 
perceivable . .' 
In Bateson 's v iew, then, d ifferences arc objective features of the 

wor ld ,  but not all d ifferences are perceivable. He ca l l s  those that 
are not percei \'Cd "potential  d i fferences" and those that arc "effec
tiH' d i fferences ."  The e ffixtive d i fferences, Bateson explains, be
come items of information, and he offers this definition: " Infor
mation consists of d i fferences that make a d i fference.' "  

With this  defi nit ion of information as effective d i fferences, 
Bateson comes very c lose to Maturana's  notion tha t  perturbations 
from the env ironment t rigger structural cha nges in a l i v ing organ
ism. Bateson a l so emphasizes that d i fferent organisms perceive 
d i fferent kinds of d ifferences and that there is  no objective infor
mation or objective knowledge. However, he holds on to the view 
that object iv i ty exists "out there" in  the physical world ,  even 
thollgh we cannot know it .  The idea of  d i fferences as objective 
features of the world becomes more expl ic i t  in  Bateson's last two 
cr i teria of  mental process. 

3 .  lv/ental proCt'.i.i rt'quirt'>' collateral C!logy. 

With this  cri terion Bateson em phasizes the dist inction between 
the ways l i v ing and non l iv ing systems in teract with thei r env iron
ments.  L ike  Maturana,  he clearly d i stinguishes between the  reac
tion of a materia l  object and the response of a l i v i ng organism. But 
whereas lVIaturana describes the autonomy of the organism's re
sponse in terms of structural coup l ing and nonli nea r patterns of 
organ ization, Bateson cha racterizes it in  terms  of  energy. "When I 
kick a stone," he a rgues, " I  give energy to the stone, and i t  moves 
with that energy . . . .  When I kick a dog, i t  responds with en
ergy l i t recei ved I from l i ts l metabol i sm. ' "  

HO'vvever, Bateson was wel l  aware that  nonl inear  patterns of 
orga nization arc a pr inc ipal  cha racteristic of l i v ing systems,  as  his 
next cr i terion shows. 



A P P E N D I X :  B A T E S O N  R E V I S I T E D  307 

4. "'Iental pmcej"j" requires circular (or mort' complex) chain," (�( dcta
minatiol1. 

The characterization of l iv ing systems in terms of nonl inear 
pattern s  of causa l i ty was the key that led Maturana to the concept 
of autopoiesis, and nonlinear causal ity is a l so a key ingred ient in 
Prigogine's theory of d i ssipative structu res. 

Bateson's first fou r  cri teria of mental process, then, arc a l l  i m 
pl ic i t  in  t h e  Santiago theory of cognition. I n h i s  l a s t  t w o  criteria,  
however, the crucial  d i fference between Bateson's and Maturana's 
views of cognition becomes apparent.  

'5 .  In mmtal PWCt'.ij", the' e.tTt'Ctj" o( dit(ercncc arc to be rt'Rarded aj" 

trans/()}ms (that is, codt'd veuioni) o( events that preceded them. 

Here Bateson explicit ly assumes the exi stence of an indepl'ndent 
vvorld,  consist ing of objl'ctive features such as objects, events, and 
d ifferences. This independl'llt ly exist ing outer rea l i ty is then 
"transf( )nned," or "encoded ," in to an  in ner rea l i ty .  In other 
words, Bateson adheres to the idea that cognition involves mental  
representa tions of an  objective world .  

Bateson's last cri terion cia bora tes t h e  "represen tat ion ist" POSI
t ion further. 

6.  The description and claj"j"i{icatiol1 o(these pmCc,iSc,i (�(tran.j(Hmation 
di,'c!oj"e a hierarchy o( logical typei immanent in the phenomena. 

To explain this  criterion Bateson uscs the exam ple of two or
ganisms com municating with each other. Fol lowing the computa
tional model of cognition, he describes comm u nication in  terms of 
messages -that is, objecti ve physical signals, such as  sounds-that 
are sent from one organism to the other and then encoded (that is ,  
transt( )rmed into mental  representations) .  

In such comm unications, Bateson argues, the excha nged infor
mation wi l l  consist not only of messages, but a lso of messages 
about coding, which constitute  a d i fferent class of information . 
They are messages about messages, or "meta-messages," which 
Bateson characterizes as being of a d i fferent " logical type," bor
rowing this term from the phi losophers Bertrand Russell and Al-
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fred North Whitehead. This proposit ion then natural ly  leads 
Bateson to postula te "messages about meta-messages," and so 
on-in other wor ds, a "hierarchy of logica l  types." The ex istence 
of such a hierarchy of logica l  types i s  Bateson's last cr i terion of 
mental process. 

The Santiago theory, too, prov ides a description of communica
t ion among l i v i ng organ i sms.  In Maturana's view comlllun ication 
does not involve any exchange of messages or  i n t()rmation, but i t  
docs i nc l ude "com m unication a bout communication" and thus  
what  Bateson ca l l s  a h iera rchy of logical types. However, accord
ing to Matu rana,  sllch a hiera rchy emerges w i th human la nguage 
and self-awa reness and is not characteristic of the general phe
nomenon of cogn ition .' With human language arise abstract 
th ink i ng, concepts, symbols, mental representations, self-aware
ness, a nd a l l  the other qual i ties of consciousness. I n  Maturana's 
\ iew Bateson's codes, "transf()rms," and logica l  types-his  la st two 
cr i teria-a rc cha racteristics not of cognition i n  genera l ,  but of 
h lima n con sciousness. 

Duri ng the last years of his l i fe Bateson struggled to find addi
t ional  cr i ter ia  that would a pply to  consciousness. A l though he 
suspected that "the phenomenon i s  somehow related to the busi
ness of logical types,"(' he fai led to recognize his l ast two c riteria as 
cr i ter ia  of consciousness, rather than mental  process. I bel ieve that 
th is  erro r  may have prcvented Bateson from ga in ing Curther in
sights in to thc nature of the human m i n d .  
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W. I bid . ,  p. 1 2 .  

(> I .  Sec Lovclock ( I 'i7')), p .  I I . 

(,2. L( )\Tlock ( 1 ')72) .  

(d. Margu l i s  ( I 'iH'J). 

(,4. Sec Lovelock ( I ') ') ] )' PI'. lOiI-l l ;  sec a l so I la rd ing ( \ ')'H) .  
(l'i. iYla rgu l is ( I 'M)). 

(l(>' Sec Lovelock ;ll1d Margulis  ( 1 '174). 

( ,7. Lovelock ( I  ')') I )' p.  I I . 

(,H. Sec PI'. 24fT. above. 

(,'). Sec PI'. 22(), 232 helo\\". 

7(). Sec Lovelock ( I ')') \ ), p. (l2. 

7 1 .  Sec ihid . ,  PI'. h2ff. ; sec a lso Ha rding ( \  ')'H). 
72. I lard ing ( 1 <)<)4). 
73. Sec Lovelock ( I  'J') I ), PI" 70-72. 

74. Sec Schncider and Bostoll ( I  ')'J I ) . 
71. J ,wtsch ( I  'ISO). 

CHAPTER 6 

I .  ()uotcd in Capra ( I  ')H2),  p. 'i'i. 

2 .  ()uoted in  Ca pra ( I 'JH2 ) ,  p.  (d. 

3 .  Stewart ( I  ')H<)), p. 3H.  
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4 .  (,hinted ih id . ,  p.  'i l .  

'i. To he precise, t he pressure is t he force d i v ided by the a rea the gas is 

push ing ag: l inst .  

( ) .  :\ technica l  point shoul d pe rhaps hc made here. M a thematicians dis

t i nguish hct\\Ten d ependent a n d  i ndcpendent var iah les. In  the function 

\' = f(x) ,  V i s  t he d cpendent va riahle and x the i ndependent va ri;l blc. D i flcr

en t ia l  equat ions arc ca l led "l inear" when a l l  dependent va riahles appear in 

t he fi rst power, whi ll' independent variahles llIay appear in h igher powers, 

: lnt! "non l i ne:l r" when dependent variahles appea r in h igher powers. Sec a l so 

Pl"  1 1 'i- I () ;d)( )ve. 

I .  Sec Stewart (l ')S'!) , p. S3. 

S. See Briggs ;lI1d l'e;l t ( I 'iS')), Pl' .  ')2 fT. 

'). See Stew;l rt ( I  'IS'!) ,  PI'. I ,)'iff. 

I l l. See Stl'wart  ( I ')S')) ,  Pl" ')')-%. 

I I . Sec p. 1...' I ahove. 

1..' . ()uoted in Stuart  ( I  ')W)), p. 7 1 .  

I ) , I hi d . ,  p. 7:'. .  Sec Pl'. 1 2 ') ff. below ftlt a deta i led d i scussion of s trange 

" t t  r"ctors.  

1 4 . Set' Cl l 'ra ( I ')S2) ,  Pl'. 7'i fT. 
1 '5 .  See I'rigogine and Stengers ( l 'iS4), p. 247. 

I ( l .  SlT ]\.!oseki lde l't ;d . ( I  'iSS) .  

1 7 . Sec ( ; kick ( 1 '!Il7), PI'. I I ff. 

I S. ()uoted in C ; lcick ( 1 ')S7) ,  p. I H . 

I ') .  Sec Stcvv;l rt ( I ')H'!), P l'. I OMf. 

21 l .  SlT PI'. HhfT. ahove. 

2 1 .  See Briggs and Pl'at ( I 'm)) ,  Pl'. H4fT 
1 1  �-\hr;lh�l ln  and Sh: \V\, ( I  ()H2-HH) ,  

23.  :'.\andcl hrot ( I  ' is  ) ) .  

24 .  See l'ei tgcn et a l .  ( l ')') ( ) ) . This  videotape, which conta ins  stu nn ing 

computer a n i nLl t ion al l L l  captivat ing intervieWS with BenOIt Mandclhrot and 

Edwa rd Lorenz, i s  one ( I f  t he best introductions to fract;11 geometry. 

2'). Sec ihid.  

2 (l .  I hid . 

.27. Sec ]\.!andel hrot ( I 'iS ) ) ,  Pl', 34fT. 

-'S .  Sec Dantzig ( 1 ')')4) ,  Pl'.  I H I  IT. 
2'). ()uotnl i n  ] ); l I1tzig ( 1 ')')4) ,  p. 2()4. 

)0.  ()uotcd ihid . ,  p.  I Wi. 

) I .  ()uoted ih id "  p.  1 ')0, 

)2. Sec Clc ick ( I  'is7),  Pl'. 22 1 fT. 

)), For rcd numhers i t  is easy to sec t hat  any n umber greater than I wil l  
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keep inc reasing when i t  i s  squa red repeated l y ,  whi le  a n y  number smal ler  

than 1 wi l l  keep decre;l s ing. Adding ; l  constant ;I t eYery step of the i terat ion 

before squaring aga in  adds more va riety,  and t, )r  complex numbers the  

whole s i tua t ion becomes even Illore complicated. 

H. Quoted in Ckick ( l 9H7l. pp. 22 1 -22 .  

35 .  Sec Peitgcn ct a ! .  ( I 'i')O). 

3(). See Pei tgen ct  a!. ( I ')')() ) .  
) 7. Sec Peitgen and Richter ( I  'iSh). 

3H. See G rof ( I  'J7(» ) .  

39. ()uoted III Peitgen et ;d .  ( I  f)90). 

40. ()uoted in ( ; le ick ( I  ()S7) . p. 52 .  

CHAPTER 7 

I .  iYbt u rana ;l lld V;l reLt ( I  ()Si), p. 47. 1 nstead of "pa t tern of organiza-

tion" the aut hors s imply usc the term "orga ni za t ion." 

2.  See pp. 1 S- I f)  abm'L. 

) .  See pp. f)5 fT. above. 

4.  See pp. SMf. above. 

') .  See a hove, Pl'. S()-HH. 

(). Sec above, pp. S2-H ) .  

7.  M a t u ra n;l and V;lr,,!;l ( I  <JHO) , 1 "  4'J. 

S. See Capra ( 1 ')H2), p. 1 1 9. 

9. Sec p. 24 ) below. 

1 0. 'Il l  do so, t he enzy mes usc the other, cOl n plement;ny / )01 ;\  s t rand as  a 

template tc )r t he sect ion to he rcpLtccd. The douhle s tL l ndedncss of [ )l\: A  i s  

thus essent i a l  tClr these repa i r  processes. 

I I . I am grateful to \Vi l l i am Hol low;l)" tClr resea rch assistance on v'ortex 

phen' llllena. 

1 2 . Technica l l y  ,speak ing, t h is effect i s  ; l  consequence of the cOllServat ion 

of a ngular  momentum.  

1 3 .  See  pp. U(,-37 ahove. 

1 4 . Sec pp. I ()O_f) 2 below. 

1 5 .  See p. 55 above. 

I () . Batcson's fI rs t  published discllssions of t hese c r i teria,  i n i t ia l l y  ca l led 

"mental cha r;lcteristics," cm be f()und In  two essays, "The Cybernetics of 

'Self: A Theory of A l cohol i sm" a nd "Pathologies of Epistemology," both 

repri n ted in Bateson ( 1 972 ) .  For a more comprehensive d iscussion, see Bate

son ( I 'J7')), pp.  St)ff. Sec a ppend ix ,  Pl" 30')ff. below, t( )r ;l detailed d iscllssion 

of Bateson's cr i ter ia of ment;t1  process. 
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1 7. See Bateson ( 1 ')72 ) ,  p .  4/il. 

I H. Sce p. ')(, ahovc. 

1 '1. Bateson ( I  ')7')), p. H. 

20. Quotcd in Ca pr" ( I ')HH). p. HH. 

2 1 .  Sce PI'. 9')-')(, a hove. 

77 Sec PI'. 2Mff. lx-low. 

23. ReYonsuo ;ll1d Kamppinen ( 1  ')')4) ,  p. 'i .  
24.  Sec PI'. 2H2 ff. hcl (m·. 

CHAPTER 8 

1 .  See p. 4H ;1 hove. 
2. Odum ( 1  ')') �). 
3. Prigogine and Stcngcrs ( 1 ')H4),  p .  1 %. 

4. See pp. H(,fT. a hove. 

'i .  I'rigogine and Stcngers ( l 9H4), PI" 22-23. 

(l. Ib id . ,  Pl '. 1 43--44. 
7.  See Pl'. 1 1 2ff. ;lhove. 

H. Prigogine and Stengns ( I ')s4), p. 1 40. 
C) . Sec p .  1 2(, ahove. 

1 0. Pr igogille ( I  ')S'». 

I I . ()uotnl in Ca pra ( I  ')7'i) ,  p.  4'). 

N O T E S  

1 2 . I have used the  gcneral  term "cata ly t i C  loops" to rdtT to many com

plex non l i nca r rela t ionsh ips hetween c\ t ;dysts,  inc luding a utocata lys i s ,  cross

catalysis ,  and autoinhihi t ion. For more deta i l s ,  scc Prigoginc and Stengcrs 

( l ')H4 ) ,  p. I ,) ) .  
1 3 . Prigogine ;l l1d Stt"llgns ( I  ')s4), p .  292. 

1 4. Sec pp. 13 ahove. 

1 5 . See p. 47 ;lhove. 

1 (,. Prigogine and Stengers ( 1  ')s4), p. 1 2'). 

1 7. See Pl'. 1 2 1 -··22 ;lhovc. 
I H. Sec Prigoginc and Stcngns ( l 9S4), PI'. 1 23-24. 

1 9. I f N  i s  t l l  ... tota l numbn of pa r t icles, and i f NI pa r t icles are on one s ide 

and lV, on the  othn,  the nUl11 lwr of d ifferent  possibi l i t ies i s  given hy P = N '  

/ N , !  Ne ' ,  w here N '  i s  a shor thand nota t ion ten I x2x3 . . .  xN. 

20. Prigogine ( 1  'is')). 

2 1 .  See Briggs and Peat ( 1  ')S')) ,  pp. 4'iff. 

22 .  Sec Prigogine and S tengcrs ( 1 ')S4), PI'. 1 44 fT 

23 .  See Prigogine ( 1  ')HO), pp. I 04ff. 

24. ( ;oodwin ( 1  ()')4 ) ,  pp. H9tT 
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2') .  Sec p. 220 below. 

2(). Prigogine and Stengers ( I  9il4),  p. 1 7(). 

27 .  Prigogint" ( I  (m)) .  

CHAPTER 9 

I .  See p. ilS above. 

2. Sec p. (J7 above. 

3. See pp. I 07tT. ;d)()ve. 

4.  See p. iB above. 

S .  Von Neumann ( I  ()(,(,) .  

(l. Sec Cardner ( I  'J7 I ). 

3 1 9  

7 .  I n  each t hree-hy-th ree a rea there i s  a center cel l  surrounded h y  eight 

neighbors. If three neighboring cel l s  ;If('" black, the center becomes black at 

the next step ("birth"); if two neighbors a re black, the center cell is  left 

u nch;l I1ged ("surviva l") ;  in ;111 other cases the center becomes white 

("death") .  

il. See Ca rdner ( I  ()70). 

9. For an excel lent account  of  the h istory and appl icltions of cel l u l a r  

automat;l, see i'<'armer, Toffol i ,  ;llld Wol fram ( l 9il4),  especia l l y  t h e  p reflee by 

Stephen Wol fra m. For a more recent and lllore technical col lect ion of pa

pers, Sec C ;u towi t z  ( l 99 1 ) . 

1 0. Va n·l;l, Matllfana, and Uribc ( I  'J74). 

I I . Thne movements and inter;lCtions can be expressed t, )rma l l y  as  math

nna tical transit ion ruks  that app ly  s imu l ta neously to  a l l  ce l l s .  

1 2 . Some of t he corrt"sponding mathcm;l l icd prob;lbi l i ties Serve a s  v ;l fi

able para meters of the model.  

H. The dis integration prohabi l i ty  must  be less than n.o l per t ime step to 

achieve any viable structure at a l l ,  a nd the bounda ry must contai n  a t  least 

ten l i nks;  sec Varela, Maturana, and Uribe ( I  (J74) for fur ther deta i l s . 

1 4 . Sec K;lllftinan ( l 99 )}, pp. l il2ff.; see a l so K;ll lffma n  ( l 99 1 )  t()r a short 

summary. 

l 'i . Sec pp. 1 27tf ;lbovc. Note, however, t ha t  si nce the  va lucs of  the bi nar} 

vari ;l bks vary d iscontinuously,  their phase sp;lce, too, is d iscontin uous. 

I h. See K a u ffma n  ( l 993), p .  l il t  

1 7. See ibid. ,  p.  I ') J .  

I il. I bid. ,  Pl'. 44 1 fT. 

1 9. See Pl" ()(,fT. above. 

20.  Va rel a  et al. ( l 9')2 ), p. l ilil. 

2 1 .  K a u ffma n  ( I  ')() J ). 
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22 .  SeC Kauffman ( I ')'! l ) , p. 47'). 

23. K'l llftill : 1 I 1  ( I  '!') ! ). 

24. SeC Lll 1' i  and \ " l re l :l ( I  ')S'!), I Ll c h l ll :l l ln  l't :t ! .  ( I  <)') ( ) ) ,  Walde l't :1 1 .  
( I  '!'H) .  

2,) .  Sec Fleisch: l kcr  ( I  ')') ( ) ) .  

2(1 .  Sce Flcischakcr ( 1 '1').') I" r a recent deh'l t e  on many of t he issues 

discl l Ssed in the t( ' ] lo", ing p:lges; sec a l so :'\ I i ngcrs ( 1 ') ')'5 ) .  

27 .  :,\1a turan,l and Va rc!: ,  ( I 'IS7), p. Sf). 

2H. Set' Pl'. 2H(,ll. hclow. 

2'). f\Lt turan:l and Va rela ( I  'IS7) ,  p .  I ')'!. 

30. SCT Fleischaker ( I  ')')2 ) ;  M ingers ( 1 '1<)'5), pp. I I  'If I 
l l .  ;vli ngers ( 1 ')'1,) ) ,  p. I n. 

32 .  See Fleischakcr ( 1 '1'12 ) ,  PI" 1 3 1 -4 1 ;  Mingers ( I  ,) ,)') ) ,  pp. 1 2'5-2(,. 

33. !\laturana ( I  'iSH) ;  see a lso Pl'. 2')()--l) I below. 

H. \" l re l :l ( I 'IS I ) . 

3') .  l _u h Ill: lnn ( I  ')<)0). 

l(,.  SeC p. 1 04 :1 ho\'c. 

37. Sec PI'. I OOfl. aho\'L·. 

)S .  Lo\'e1ock ( I  'l'i I ), PI'. l I lT. 

l'l. See p. 20S : lho\'e. 

40.  See p. 'i3 :lbO\'('. 
4 1 .  Sec Low'lock ( I  'I') ! ), PI' .  I l')-3(,. 

4.2. Hard ing ( I 'I'H) .  

4 l .  Sec Margul is  :l I1d Sag'l l l  ( I 'IS(,)' p. (,(, . 

H. ;vla rgu l i s  ( 1 '1')) ) ;  !\Lt rgll i i s  :lI1d S:lga n ( I '!H(,). 

4'5. Sec PI '. 2 lMf 11l'lo\\'. 

4(,. J\l a rgul is  and S'lg:ln ( I  ' lSI,) ,  PI" 1 4 ,  2 1 .  

47 .  Ih id . ,  p .  n l .  

4H. (Juoted i n  Cl pr:l ( 1 '17')) ,  p .  I S l . 

4'1. SCt' Pl'. "?) l fl. 1)(' low. 

'50. Sec Lovelock ( I  ')'1 ] ), p. 1 27. 

') 1 .  Sec i\b t urana  : ,nd \':l rel:l ( I 'IH7)'  Pl '. 7,)fT 

').'. I hid . ,  p .  ' I').  

CHAPTER 1 0  

I .  Sec C:l l'r:l ( I  'IS2) ,  PI' .  I I  Me. 

2 .  (Juotnl ihid. ,  p. 1 1 4 . 

3. i\Lt rgll l i s  ( I  ')'1')).  
4 .  Scc Pl' .  22Hlr helow. 
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5. Sce PI'. 204-5 above. 

(,. See Could ( 1 994). 

7. K a u ffma n  ( 1 9')3), pp. 1 73 ,  4011, 644. 
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II.  Sec j 'l I1 tsch ( 1 ')110) and Laszlo ( 1 9H7) fi )r early attempts of a synthesis 

of some of those elements. 

'J . Lovelock ( I  ')'J I ), p. ')<). 
1 0. See Margul is  and  Sagan ( 1  'JH6), pp. I '5 fT. 

I I . Sec Cq1r;l ( 1 ')112),  pp. 1 1 11- ] '). 

1 2 . See Margulis a nd Sagan ( 1 9H(»), p. 75. 

1 3 .  I bid . ,  p. i (). 
1 4 .  I bid . ,  p. H'). 

1 '5 . See ibid.  

I ll .  See ibid .  

1 7. Margul is  ( I  <)')5). 

I S . See p. 1 M  above. 

I '). Margulis and Sagan ( I  ')H6), p. 1 7. 

20. I bid . ,  p. 1 'i .  

2 1 .  M:lrgul is  '1I1d Sagan ( 1  ')H(»); see a lso Margul i s  a nd Sagan ( I  <)')5) 'llld 

C:ddcr ( I  <)11 )). 

22. M:l l gulis  and Sagan ( l 9H6), p. '5 1 .  

.2 ) .  Sce pp. 93-')4 above; sec a l so Kauffma n  ( I  ')')3), pp. 21171T. 

24. Scc p. 20H above. 

2'i. M:ngu l i s  and Sagan ( 1 9H(»), p. M. 

2(>. Sec p. 1 ()4 above. 

2 7. Margul is  and Sagan ( I  ')116), p. 7H. 

2H .  See Lovelock (I ')'J I ), pp. HOff. 

2<). Sec Margulis ( I  ')<)3), pp. i ()Off. 

)0.  Set" pp. [ ()6-()7 above. 

) 1 .  i\b rgu l i s  and Sag'lll ( I  <JH(»), p. ')3. 

)2. I bid . ,  p. 1 9 1 .  

)3 .  Ib id . ,  p. ] (H.  

H I bid . ,  p. 1 0,). 

)'i .  See Lovelock ( I  ')'J I ), pp. 1 1 3 fT. 

)(>. Sec pp. i (,2 fT. above. 

) /. See pp. 230fT. above. 

)S. M'l rgul is  ,md Sagan ( ] ')H6), p. I ] 'J .  

) ') .  See p. 1 6'i above. 

40. Set" Margulis ,mel Sagan ( I  ')H(»), p. 1 33 .  

4 1 .  Sec Thomas ( ]  ')7'5), pp.  ] 4 I ff. 

42.  Margul is  and Sagan ( I  'JH6), pp. ] '55fT. 
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4 ) . See Margul is ,  Schwa rtz, and Dolan ( I  ')<)4) .  

H. !VLngll l i s  and Sag;lI1 ( I  ')k(,), p. 1 74 .  

4'5.  I bid . ,  p. 7i .  

41,. Sec !Vlargulis and  Saga n ( I  ')<)'5 ) ,  pp.  1 40fT. 

47.  1\1argul i s  and Sag;m ( I  ')kl,) ,  p. n 4. 

4S.  See ibid . ,  1'1" 20SIf 

4'i. Ib id . ,  p. 2 1 0. 

'i l l .  B rower ( I  ')'i'5) ,  p. I S. 

'i I .  See Nell' York Times, J une S, 1 <)<)'5; C:hal lvet et a l .  ( I  ')')'i ) .  

'12 .  :\1a rgulis and S;lgan ( I <)H(,), pp.  223 -24 .  

CHAPTER 1 1  

I .  Sec PI'. 1 74-7'1 above. 

2. Sec Windelband ( I  ')11 1 ), Pl'. 232 -33. 

t See pp. 1 73ff abovc. 

4. Set' V;ncb et al. ( 1 '),) 1 ), pp. 41f 

'i. See PI'. ('(,ff. aboYt'. 

h. See \'arcl;1 ct a l .  ( I  'i') ] ), pp. S, 4 1 .  

7 .  Ib id . ,  PI'. ') )-'!4. 

H. Sec Cluck and R U llle lhart  ( 1 ')<)0). 

'). \'arela et a l .  ( I  ')') I ), p. 'H . 

I I I. Sec p. 'J7 above .  

I I . See ibid. 

1 2 . Sec Pl' .  2 1 H-211 above. 

1 3 . Matur;lI1;\ and V;l rela ( I ')k7), p. 1 74 .  

1 4 . See M;l rgul is  and Sagan ( I  ')<)'i),  p. 1 79. 

l 'i . V;m'la ct a l .  ( I  ')') ] ), 1 ' .  21 11 1 .  

I (). I bid . ,  p. 1 77 

1 7. Sec PI'. 2S7ff. lwlow. 

I H . See p. 2H4 below. 

I ') . See p. 1')0 below. 

20. Varela et ;1 1 .  ( I ')'! I ) , p. 1 )'1 . 

...' I .  Sec p . ..." )0 below. 

21. \'arela et al. ( I  ')<) I ), p. 1 40. 

2 i . I bid . ,  p. I O ! .  

24 .  Sec p. 1 73 abovc. 

2'5. Del l ( I  ')k'i) .  

26. See append ix ,  pp.  30'51T. below. 

27. Wi nograd and Flores ( I  <)'J I ), p. ')7. 

N O T E S  
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2H. See ibid . ,  PI' .  ') ) (T. 
2'). I bid . ,  pp. I 071T 

30. I bid .  p. 1 13 .  

3 1 .  I bid . ,  pp. 1 33 ff. 

32. I bid . ,  p. 1 3 2 .  

3 ) . Dreyfus and Dreyfus ( I  <)H(,), p .  I OH .  

34. See \'areb and COllt inho ( 1 ')<) I a) .  

3'5 .  Scc Varela and Coutinho ( I  ')<J 1 b). 

3 (l. Vare/;] and COll t i nho ( I ')<) I a ). 

3 7. I bid .  

)H. See Varela and Cout inho ( I  ')'J I b) .  

3'). Francisco V;Hcb ,  private cOl11l11unicltion, Apri l  1 ')') 1 .  

40. Pert ct a l .  ( I  ')H'5) ,  Pert ( I  ')') ) ). 

4 1 .  Pert ( I 'm)). 

42. Sce Pert ( 1 '),)2),  Pert ( 1 ')')'5). 

4 ) . Pert ( I ')H')) .  

CHAPTER 1 2  

I .  Maturana ( I '!70), Maturana ;lI1d Varela ( I <)H7), Matll ra n;1 ( I ')SH).  

2 .  Matur; l I1 a  ' li ld Va rela ( I  ' !H7),  pp. 1 '))·-94. 

3 .  H umberto M' l turana,  privatc cOIllTnlln icltion, 1 9S,).  

4 .  Sec M a t urana and Varela ( I  ')H7),  pp . ..' 1 2 fT. 

'). I bid . ,  p . ..' I ') .  

(,. See appendix,  pp.  307�H below. 

7. Maturana and Vareb ( l 9S7), p. 2 14.  

S. I bid . ,  p. 24').  

'). I bid . ,  p. 244.  

10. Scc Capra ( I '!H2 ) ,  p. 302. 

I I . See C1 (1[;1 ( I  '!7,)),  p. HS. 

1 2 . Varela ( 1 <)')')) .  

H. Sce Capra ( I ')S2), p. 1 7S. 

1 4 . Sec p. 2,)<) abovc. 

I ,). Scc Varcla et al. ( 1 ')<) 1 ), Pl " 2 1 71Y. 

1 (, .  S('e Capra ( 1 <)7,)) ,  pp .  ')3ff. 

1 7. See Varela et a l .  ( I  <)9 1 ), pp. ')')fl 

I S.  I bid . ,  p. 1 43 .  

1 9. Ma rgul i s  and S'lgan ( I ')<)5) ,  p .  2(). 
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EPILOGUE 

I .  Sec Orr ( 1 ')')2) .  
2 .  For applications of the principles of ecology to education, see ( :apra 

( l  ')')3) ;  lin ;lpplic;]tions to business, see Cal lenbach et al. (I ')')3), Capra and 

Paul i  ( 1 ')')5); for applic;ll iol1S to pol i tics, see Henders(Jn ( l '),)5) .  

3 .  See Hawken ( 1 ') ')3) .  

4. See ibid . ,  pp.  75ff.; sec a l so Henderson ( 1 ')95). 

5 .  See H aw ken (I ')')3), pp. 1 77fT.; Daly (I 'N5) .  
(,. See Cal lenhach et a l .  ( 1 ')<)3) .  

APPENDIX 

1 .  Bateson ( l  ')7') ) ,  pp. 8'JtT See pp. 1 73tT above and pp. 2 73 ft: above fin 
the h i storical and philosophical  contexts of Bateson's concept of mental pro

cess. 

2.  Ba teson ( l  ')7,)), p. 2'). 

3.  I bid . ,  p. 'i'). 

4 .  I bid . ,  p. 1 0 1 .  

5 .  See p. 2<)() above. 

(). Bateson ( 1 <)7'»), p. 1 28. 



Bibliography 

ABIL\I L\�d, R , \ I . I 'fI H "  and C flI{ IST( )l'flFI{ I ) ,  S I I .\ I\' , Dynamics: The Gt'Omctry of 

Hchavlor, vols. I A, Aerial Press, Santa Cruz,  Ca l if ,  l 'm2-HH. 

/\SH IW, R( )ss, " Principles of the Self-( >rganizing Dynamic System," Jouma! 

of General /\yc/z% gv, vol. 3 7, 1 "  1 2 '), 1 'i4 7. 

ASHBV, R( )ss, Dt'.(lgn .frJj· a Ilraln, John Wiley,  New York ,  I ')').? 

ASHBV, i{( )SS, Introductlo/} to CyhanetlC', John Wi ley ,  New York,  I ')')(,. 

B.\CI IM.\N�, P ,\SCA I .F A V ; r,I . I(,\, I'rTU( \V ,\ l . I l t:, I'I F R  L L ! I ! ; I  LL ! IS I ,  and J \( " )L ' r S  

L\f'i( ; ,  "Se lf- Replica t i ng Rn ersc Micelles ;lIld Chemical Autopoiesis," 

Jouma! of the . 1merlmn CI1t?nIca! SoOe!l', 1 1 2 ,  H20()-H2() I ,  l 'i')O. 

Bxn:s( lf', C ; RF( ; ( )RY, SttpS to an /:'co!ogy of ;'vllnd, Bal lan t ine,  Nnv' York,  1 ')72 .  

B,\TES( ) c.i , G R H ;( )I{V, lYfind and }'v'atllrt': .4  Nne,sary Unity, Dutton, New York, 

I (!7'). 

HERd., P., " Raykigh - lknard Convection in H igh Prandt l  Numher  F luid," 
in H ,  I LIken, Chao" and (hda In Nature, Springer, New York,  I 'm I ;  pp. 

1 4-24. 

Ih:tCnL\�FI Y ,  LlJ I lW I ! ;  \'( l�,  "Per ( )rganismm als physikal isches System hc

trachtet," f)ll' l'v'atuIll'lssl'l1.'chajren, \'01. 2H, pp. ')2 1 -3 1 ,  I 'HO. 

BERT,\L.\f'i!' ! 'v, LLJ I )W I ! ;  \'( ) � ,  "The Thl'ory of Opl'1l Systems in  Physics and 
Biology," SUU/ct', vol .  I I I , I'p. 23-2'), I 'I')(). 

HUnAI..\NFFY, Ll!l lWI( ; \'( ):\, Genaa! System Theory, H razil ler, New York, 

I %H. 

Blake, Wil l ia lll ,  letter to Thomas Butts, 22 J',;mTmhn I S02;  in  Al ici;1 ( Js-



326 B I B L I O G R A P H Y  

t ri ker (ed.) ,  William Ii/a/v: The Complete Poems, Penguin ,  New York, 

] 'J77. 

B( )( )f; ( ,H I :\, M l!RI(\\' , The FcoloKY 0/ Frcedom, Cheshire Books, Palo Alto, 

Cl l i f., ] 'JH I .  

B, )\\'F RS, C. A . ,  Critlcat H,'says on "'ducation, A1odanity, and the Rccovery 0/ the 

Ecological Impaatiuc, TC;lChers College Press, New York ,  1 <)<)3. 

BR I ( ; ( ;S, j ( )H" and F .  D.II' 1 1 l  1'1' ' '\'1, 'flll'bittent Afirm/', H arper & Row, New 

York ,  I ')W). 

BI{( )\\ 'FH, D II'I I l, Let the Alountai/H Talk, Let the Riven' Run, Ha rpcrCol i ins ,  

I\'ew York ,  I <)')'i .  

BR' )\\" , LISI FR R. ,  l1uilding a Sustainable SOCiety, Norton, New York ,  I ' )H  I .  

B R( )\\ " LISllR R.,  e t  a I . ,  State o/ thc World, Norton, New York ,  1 ')H4�'J4. 

BL H:\s, T. 1'., B. C. P ITTI :\, and H. HI ( ; .ISflI, "Hierarchical Evolution in  

Ecological Networks," in Higashi,  M.,  and T. P. Burns ,  Thcoretical Stltd

ies of Ec(),fv-,'tC17H: The Netwo/,k Pt'!:'p" ctive, Cambridge Universi ty Press, 

New York ,  I 'J') I .  

B I TTS, R ,  ) 1l 1 ·.J('I , and j l\ llS HI(' >IV, (cds . ) ,  Con,ftrtlctivism and Scicnce, Kluwer, 

Dor d recht, The Net herlands, I 'JWJ. 

c: IUl l·.R, I\'I( ; IL, 7/'me,'('ci/e, \'ik ing, New York ,  1 9H3. 

CILLf- 'dl l( : H ,  ER.'!FST, FRITI' IF ( :,11'1(\ , LL.'!( W E  (; ( )U ),1-1 ,1;-';, S.I:\ I l ILI M IRHIJR( ; ,  

and R e' l  ) I ( : t ',R ] _1 ; '11:, /:'col'v/anagemcnt, Berrett-Koehler,  S;l n Fr;l flcisco, 

I <)'J3. 

C \ :\ '( )" ,  W I LTI'I! B. ,  Tilt· Wisdom o(thc flody, I\'orton, New York ,  I ')32 ;  rev. 

ed., I '))'J. 

( : ,IPR .I , F RIT I ( IF, Tht' 'J{IO o/ l'hy.'1c'(, Sharnbh ala,  Boston, I ')j'i; 3 rd updated 

cd., I 'J'J I .  

c :  IPR,I, FlnTI' IF, The 'JIimillg p(JI II !, Si mon & Schuster, New York,  I ()H2. 

c: I I'R ,I , FR IT/( )F, Wendt'zt'it ( ;erman edition of The Turning Poillt) , Scherz, 

] <)H3. 

C.WR.I, FRITI( )F, " Bootstrap Physics: A Conversation with ( ;eoffrcy Chew," 

in Ca rleton deTar, Jerry Finkel stein ,  and Chung-I Tan (eds. ) ,  , 1  Passioll 

.tr)/' Physio', World Scientific, Si ngapore, 1 9S'i; pp. 247�H(). 

CII'R.I, FRIT/ ( )F, "The Concept of Parad igm and Paradigm Shift," Re- Vision, 

vol. 9, no. I ,  p. ), I 'JIl(" 

CII'I(A, FldT/( )F, Ullcommoll Wi,,'dom, Si mon & Schuster, New York ,  1 9HH. 

CII'R.I, FE IT I ( ) I' , ;1I1d D.II· 1 I l  STEJ :\I ) J . -R.\ST, with Thomas Matus, Hdollging to 

tht· Ullil'C'!'-"t', Harper & Row, San Francisco, 1 <)9 1 .  

C\I'IU , Flm l< )1- (ed . ) ,  Guide to Fco/itC'racy, I ')<J3; avai lable from Center for 

Ecol itnacy, 2'i22 San Pablo Ave., Berkeley, Ca l if. 94702. 



B I B L I O G R A P H Y  327 

( ;,11%\ , FR Ill' lF, and ( ; U:\TER P A l;U (eds . ) ,  Steering Hwine.iJ toward Su." 

tainability, U n ited Nations Un i versity Press, Tok yo, I ')'J,). 

CHA UI'LT, J E,\N·M I R I E, �� I . I Erl E BIW:\U, I )FscHA�[PS, and C I IK ISTLI:\ H I LI ,I I K r:. 

La Grotte Chauvet d Vat/on·Pont·d'Ar(� Seu i l ,  Paris, I ')')'). 

C H H :KL\ :\ / ), PLTER , Sy.item., Thinking, Sy..-tem.i Practice, John Wiley, NC\\· 

York, I 'JS I .  

I ) I :\TZI ( ;, TOBIIs, Number: The Languagt' oj' Scimce, 4th ed. ,  l'vlac lll i l l an .  

New York, 1 ')')4. 

D,\ ! .y ,  I-hJ( \LI;-'; ,  " Ecological Ta x Rd(Jflll," i n  C'l pra and P'l ll i i ( I ')')')) ,  
pp. I OS-24. 

D.I I' I / )SO�, M ,I RK, Uncommon SCIl.iC The f�lt{, and Thought o{ Ludll'<r; l'on 

Ikrtatant/y, Ta rcher, I A 1S A ngeles, I ')S3. 

J ) F:U .. P,IUL, "Understanding Matu ran,) and Batcson," Journal o(Afarital and 

Family Therapy, vol. I I , no. I ,  pp. 1 -20, I ')S,). 

J)FI 'A IL, B I I . I ., and ( ; J-.( )J( ; F: SESSI ( ):\S, Deep Ecology, Peregrine Smith, Salt 

Lake City, Utah, I 'm'). 
DICKS( ):\ ,  P ,I L J ! ., Think Tanks, Atheneum ,  New York , 1 'J 7 1 .  

I )R ErTLIS, I I t 'KFXI , and STUART DRFYFlIS, !'vfind over Machillt" Free Press, 

Ncw York. I ')S(,. 

DIOESr : !  I, H ANS, The Science and Philo..-ophy o( the (Jrgani.im, Aberdeen Uni ·  

versity Press, Aberdeen, 1 905. 

EI( ;F:\, M A N FI(U " " Molecular  Scl f·( l rganizat ion 'llld the Early Stages of 

Evol ut ion," Quartedy Rel,iell'''- or /)iophYiiu, 4,  2&3, 1 4'!, 1 ')7 1 .  

EiSLEK, R L I � I ' ,  TIle Chalice and the IJlade, I la rpcr & Row, S'lll Francisco. 
I ')S7. 

ES1F,RY, F. E. «:'d.), System, Thinkl!1g: Selected HeadinKi, Pengui n ,  New York.  
I 'J(,'). 

F,\I(S1 FR, D" Y:\ F:, T, l"lId,ISl 1 Tl )/'T' 1L I ,  and S'I 1'1'1 lEN W" I .FR.I\[ (cds. ) ,  Cdlutar 

Automata, North ·Hol land, I '!S4. 

FLI':JSCfI ,I KLR, GIl! .  R ,VNEY, "Origins of L ife: An ( lpcrational Defi nition," 

()ngill., o( Lift· and h'(Jolutiol1 or the fiio.'phcre 2(), 1 2 7-37, I ,)<)( ). 

FU':ISCII . IK I'.R, C ,y l l .  R·I :\ f Y (cd.),  "Autopoiesis in Systellls Analys is :  A De· 

bate," Imernatiollal Joumal of General Sy.'tt'm.i, vol . 2 J ,  no. 2, I ')<J2 .  

F( )EHS"I ER, H FINZ \ ' (  ,,,, and C E< )J( ;F  W. Z( )I'F (eds . ) ,  Prillol>Ie., of' SeiFOrgalll' 

zation, Perga lllon, New York, I 'J(,2 .  

F( )x,  W A RWICK.  "The Deep Ecology-Fcofem inislll Dehate and I t s  Paral· 

lels," h'l1lJironmcntat h'thiu I I , ,)-2,), I ')S'). 

F( )x, W,IRII'ICK. J()ward a Tran-,pcr.iOlwl l,·cology, Shambh,da,  Boston, I 'J')(). 
( ; .\I(CI .I ,  LIC';1 1A, The Fractal Fxplorcr, DynamIC Press, Sa nt,) Cruz, Cal if,  

I ')l) I .  



328 B I B L I O G R A P H Y  

(; \ IW!'-:ER, 1\1.\R1' I '-', "The Fantastic Combi nations of john Conway's New 

Sol i ta i re Carne 'Life, '  " Scientific American, 22 ),  4, pp. 1 20-23, I '.l70. 

G\RI l:\I-R, M.\RTI:\, "( )n Cel lu lar  Automata ,  Sel f- Reproduction, the Garden 

of Eden, and the Came 'Life,' " Scientific American, 224,  2 ,  pp. 1 1 2- 1 7, 

1 ()7 I .  

C I.\IHI'1'.\S, ivhHI I . \ ,  "Women and Cul tur e  in  Coddess-Oriented Old Eu

rope," i n  Cha rlene Spretnak (ed. ) ,  The Politic< oj' Women '., Spirituality, 

A nchor, New York ,  1 'JS2. 

C UJCK, j . \I IES, Chaos, Penguin,  New York ,  1 ()S7. 

GLlleK, M.\I(K ,  and D.\I· 1 1 l  RUlIEI . I I . IRT, Neul'Oscience and Connectionist Tht·

ory, La wrence Erlba um, H il l sdale,  N . j . , I 'J()O. 

C, )( l I )\\'I:\, BH ! . \C: ,  NOll' the LeoPaJd Changc·d ft., Spot." Scribner, New York ,  

1 9')4. 

C( )f( !- ,  AI., J:'arth in the Na/ance, Houghton Miffl in ,  New York, I 'J'J2. 

G( )f(F I . IK ,  C ; f ( )R( ;F, " Principal I deas of Bogdanov's 'TektoIogy' :  The Univer

sa l  Science of Orga n ization," Gmeral SystemJ, vol. XX, pp. 3- 1 3 ,  1 97'5. 

G( )l: U ), SnTI I /-." j .\\', "Lucy on the Earth in  Sta sis," Natural Hist01Y, no. 'J, 

1 ()'14. 

C ; f(.I H . I\ I ,  R, ) 1l I "'!', "Contributions of Hermann H:l ken to Our Understand

ing of Coherence and Sdf()rgan ization in  Nature," i n  R .  C;raharn a nd 
j\ . \Vunderl in (cds . ), I_a.'en and Synergetic" Springer, Berl in,  1 'JS7. 

G/{( )F, ST.\ ,lS i  .. \\ ' ,  !<.calm., oj' th,' Human Uncon.'cious, Dutton , New York,  

1 ()/h. 
CI'T( )\\' ITZ, H( )\\'.\IW (ed . ) ,  Cd/ular .1Womata: Thwry and /:xperimmt, M I T  

Press, Cambridge, lYb ss., I ()() 1 .  

H .\ KF'-, H ER'! .\:\1\!, Laser Theory, Springe r, Berl in,  1 ()S3. 

H \Ke'-, H I-HIL\:\:\, "Synergetics: ;\n Approach to Self-( )rganizat ion," 111 
F. Eugene Yates (ed. ) ,  Selj�(hganic:;ing Systems, Plenum,  New York, 1 987. 

H.\/{.\ 11' . \  \ ' ,  i )( ):\i'i.1 j l: .\:\:\F, CIYJtal." Fabric< and Fidd,: Metaphors oj' Organi

ci.,m in Tll't·ntit·th -Cc·ntluy IJevdopmmtal Hi% RY, Ya le University Press, 

New I 1; 1\en, 1 (i7(). 

H.\R I J I, ( ; ,  SnI'H ,\ :\, "Gaia Theory," unpublished lecture notes, Schumacher 

College, Dartington, Devon, Engla nd,  1 <)')4. 

H.\ \I'U " P \ l!L, The Em/oRy oj' Commt'l'ce, H a rperCol l ins ,  New York ,  1 993. 

H FI\IS, Sn:n: j., john von Neumann and Norbat Wient'l', M I T  Press, Cam-

bridge, Mass., 1 ()sO. 

HEII!S, S'n n j . ,  The Cybernetic< Group, M I T  Press, Cambridge, Mass. ,  1 9') L 

H FISL'- KFRC : ,  WFR'<FR, Phy.,iu and Heyond, H a rper & Row, New York ,  1 97 1 .  

H E,I lERs( ),- ,  H .\zFL, Paradigms in ProRre.<.', Berrett-Koehler, San Francisco, 
1 9()'5. 



B I B L I O G R A P H Y  329 

j ,\NTSCH, ERICH, Thc SelrOrganizing Univene, Perga mon, New York, 1 'JHO. 

j l ; I )S l lN,  HOIL\cE FREFLAI';I J ,  The f:ighth /Jay of Creatioll, Simon & Schus ter, 

New York, 1 070. 

K ANE, J EFFREY (cd .) ,  f-fo/i.ilic Educatioll Rt'uieU', Special  I ssue: Tech nology 

and Chi ldhood, summer 1 093. 

KANT, I �IM .\:--';UEL, Critiquc orJudgment, 1 700; t rans. ,  Werer S. Pluhar,  Hack
e t t ,  I nd ian;l J)(J l is ,  Ind ., PJH7. 

K ,\UFn\.\N, STUART, " A n tichaos and A daptation," Scientific /1 mcrican, Au

gnst 1 9') 1 .  

K AUFF�IAN, STl JART, Tht' Origln.i of ()rda, ( lxt()f(1 Univers ity Press, New 

York,  I 'YJ3. 

KELLEY, KEVIN (ed. ) ,  The Home Planet, Add ison-Wes\cy, New York ,  1 9HH. 

Kl lFSTLER, Awn-luR, The Gho.it in the Machine, H u tchi nson, London, 1 0(,7. 

Ki',:--'; I( ;SWIESFR, ROSWIT,\, and CflR ISTJ ,\:--'; LUTZ (cds . ) ,  /Ja.i SY,itcmi,ich Fuolu-

tioniire [1,janagemel1t, ( >rac, Vienna, 1 9')2. 

KUI IN,  TI /oM.\s S., The Struclttre of Scientific Revolution.i, University of Chi

cago P ress,  Chicago, 1 962.  

L\sZL< l ,  ERVII' ,  Fvolutiol1, Sharnbhala, Boston, 1 0H7. 
LI I ./ I·.NFE! .", RO ln·.RT, The Ri.iC of SY,item,i TheOlY, john Wiley, New York ,  

1 97H. 

LINO l l .N, R. j . ,  et  a I . ,  A /Jictionary of f:cology, Cambridge Un iversi ty Pr('ss, 

New York, I '!H2. 

LORI-,NZ, E\)w.\IW N., " Deterministic Nonl'eriodic Flow," joumal or the At

mO,iphaic Scimct',i, vol. 20, Pl'. 1 30-4 1 ,  1 %3.  

Lon.LocK, JAMES, "Caia As Seen through t he A t lllosphere," Atmo.-phel'lc 

f;lIuirollmel1t, vol. (), p. 57'), 1 ')72. 

Lon:! .ocK, j .\MES, Gaia, Oxt()f(1 U niversi ty Press, New York,  1 <)79, 

L, l\,EL< 'CK, j ,\SIES, Healing Gaia, Ha rmony Books, New York,  1 ')<) 1 .  

Lon:l.ocK, j .\Sll-.S, and LYI'N M.\i{ ( ;ULlS ,  "B iological Modulation of t il(' 

Earth's  A t ll1osphere," fcarw, vol . 2 1 , 1 ')74. 

LUI II.L\N,'-', NIK J ,,\s, "The A u topoiesis of Social Systems," I II N i k las 

Luhmann, Ei,iay,i on SelrRefcrcllce, Colu lllhia U n iversity Press, New 

York, 1 ')<)0. 

LlJISI, P IER LUI ( ; I ,  and FR.\"LlSCO j. VARI " J , \ ,  "Self- Replicat ing M icel les-A 

Chemical Version of ;] Minimal  Autopoietic System," Origin.i or Lij(' and 

h'llolution or the lJio,iphO'e, 1 0, (>33-43, I ')H'). 

M,\cY, jO.\N:--';A, World a.-- LOllC!', World a.i Scl/; Pa ral lax Press, Berkeley, Cal i f. ,  

1 9') l .  

M.\N I JF I.H/(oT, BEN( )IT, The Fractal GcometlY o(Nature, Freeman, New York, 

1 0H3; fl rs t  French ed i t ion published in 1 ')75. 



330 B I B L I O G R A P H Y  

;\1.\ ""EH, I EHRY , III the Ab" CflCC of the Sacred, Sierra Club Boob, San Fran

cisco, 1 ')9 1 .  

M \ I{F"-( ; I{ IS I H \(Il, M,\,,,, )", Pllllosophie da Gninen, ( )Izog, M iinchen, I ')8L 

;\!lI{( ; I 'US ,  L",,;:\, "( ;a ia :  The Liv ing £;l fth ," d i;lloglle with Fr i tjof Capra, 

Th,' /:'lmwooc/ Newd" t!er, Berkeley, Cal i f. ,  vol.  'i, no, 2 ,  1 ')8<), 

\,1 \ 1!( ; I I LlS, Ly"", Svmhio,,;', in Cd/ f:'vo/utiol1, 2nd ed" Freeman,  San Fran

cisco, 1 ')')3, 

,\ 1 \ R ( ; I : Ll S ,  Ly!\!",  "( ; a i a  Is a Tough Bitch," in John Brockman,  Tht, Thild 

Cu/tllre, Simon & Schuster, New York, I '!'!'), 

!\!.II{C ; I ' L lS ,  Ly """ ;lIld [ ), HUC ):\ S,IC ,\ " , AliO'oco,'m(H, Summit,  New York, 

I '!H(), 

.\I\RC ; I ! Ll S ,  LY0:", and J )( )I{I( )!\: S \( ; , \",  What I., Life? Simon & Schuster, New 

York, I ')')'), 

\1 \ R( ; I ' LlS, I �Y" 0: ,  K \ R Lh'lE S( : 1  I \\' \ fnZ, and M I( : I lMiI ,  Dc ) i , ,\"' ,  The II/ustrated 

Fit,,, KinKdom,', Ha rpcrColl ins ,  New York, 1 ')')4, 

.\!lfWY,\\I\, i'vl .V;C ) [(' ) 1  f, "The Second Cybernetics," American Scientisf, voL ') 1 ,  

PI' ,  1 (>4 -I'), I ')(d, 
\1 \TTESSICfI ,  ({W I I \IW, "The Systems A pproach: I ts Variety of Aspects," 

Genera/ Sy<tem" , mL 28, PI', 2')-40, 1 983-84, 

,\l.l'I l 'I { \" , \ ,  H I '\I I \ I IUO, "Biology of Cogn ition ," publ ished original l y  in 1 970; 

reprinted in  l\L1 turan;1 and Varela ( I '!HO), 

,\ 1 I'I L ' IU ," ,I , 1-I LJ\I I I I'Kl o, " Reality:  The Search for Object iv i ty or the (Juest t()r 

a Compel l ing A rgument," Irish !ouma! of /\ych% KY, voL C) ,  no, I ,  PI', 2 ')

iQ, 1 988, 

\1 I Tl ' I(.\ ",\, H UVIIWRT( ), ; l l ld FR ,\'" :lSD ) V,\REL,I, "Autojloiesis: The ( lrgani

zation of the Living," published origina l ly  under the t i tk De Maquina" y 

Saes Vivos, Ed i tori;d Un iversita ria,  Santiago, Ch ile, 1 <)72; reprinted in  
,Vlaturana a nd \'a rela ( I  ')80), 

,\1 \'I I ' I{ , \" ,\ ,  H [ !V IHER,[' ), and F ILl Ne IS( 'C )  V,\REL.\, Autopoie" i., alld CORnitioll, 

I ), Reidel,  Dord recllt, Holbnd,  l <J80, 

M ,ITL 'R ,\ :\ , \ ,  I-l I J i\I HFRTC ), and FR,\"eISC C ) V ..IREL.I, The Tree of Know/edge, 

Shambhab, Boston, 1 ')87, 

\lcC I L U )( H ,  W \\{f{f N  S" and WAI ,TI'.I! H, PITTS, "A Logical Calculus of the 

I deas I mmanent  in  l'.'ervou s Activity ," null, of Math. fiiophyn'£)" voL '),  

p ,  1 1 5 ,  I 'N3,  

i\11:\( ;ERS, I ' ) i l!\ ,  Se/(ProduciIlK System" , Plenu m ,  New York ,  1 <)<)'), 

"IERCH,I:\T, e\ I!( ) I ,)N, The Death o{Naturt', H a rper & Row, New York, 1 980, 

\IEH(H ,\"T, C\IH ) I .YN (eeL) ,  i:'c% RY, H umani ties P ress, Atlantic I l ighlands, 

N , J "  1 ')')4, 

\ 1 ( )SFKI Ll lE, ERIK, I ,\ I' IER A lnul. ,  and PETER M, A LLFN, " I nst;l bil i ties and 



-

B I B L I O G R A P H Y  331  

Chaos in  Nonlinear Dynamic Systems," Sy.item Dynamic; Review, vol. 4 ,  

p p .  1 4-'5'5, 1 ')H8. 

M()SEKI I . [ ) I·:, ER I K , and R\SMUS FELI)HEI{ ( ; ,  Nonlinear Dynamic; and Chani ( in  

Danish) ,  Polyteknisk Forlag, Lyngby, 1 ')'14. 

N EUMANN, j ( )I J:\ \'ON, Theory of Self-Rtproducing Automata, edited and com

pleted hy A rthur W. Burks,  University of I ll i nois Press, Champaign ,  I ll . ,  

I '1M,. 
OIJUM, E[)( ;Fr-.JE, Fundamentals of f;c% gy, Saunders, Phi ladelphia,  1 ,)'5). 

( ) J{J{, DAvID, Ec% gical Literaty, State University of New York Press, AI

hany ,  N.Y. ,  1 9'J2. 

P.\SI.ACK, R.\ I r-.JER, Urgeschichte der Sdbstorf(ani.iation, Vieweg, Braunschweig, 

Germany, 1 '1') 1 .  

PATTEr-.J, B .  c. ,  " Network Ecology," i n  H igashi,  M . ,  and T .  P. B urns ,  Theo

retical Studies of /:'C(Hystem.i: The Network pCJ)pective, Cam bridge Univer

s i ty Press, New York,  1 ')') 1 .  

PEIT( ;f,::-.i , HEI r-.JZ-( hTO, a n d  PETER RICHTER, The lIeauty of FractaL<, Springer, 

New York ,  I ,)H(>. 

PEIT<;EN, H FJNZ-( hTO, H ,\J{TVILJT j OR(;Er-.JS, DWTMAR S.\[ I I 'F., and C. Z.\II LTE:\, 
" Fracta ls :  An Ani mated Discussion," V H Slcolor/(d minutes, Freeman,  

New York,  1 ')')0. 

PERT, Ci\'\ J )ACE, MlcH.·\[1. RUFF, RICHARD WEBER, and M I LES H ERKE:\ I J..\\I, 

" Neu ropeptides and Their Receptors: A Psychosom:ll ic  Network," The 

Journal of Immunology, vol. ] 3'5,  no. 2, Pi'. H20-2(" 1 ,)H'5. 

PERT, CANI JAn., Presentation at  Elmwood Sym posi u m ,  "He,ding ( )u rselv'es 

and Our Society," Boston, December (), I ,)H') (unpuhlished) .  

PERT, CA'\ I JACE, "Pe ptide T: A New Therapy for A I DS," Elmwood sympo

s ium with Candace Pert, San Fra ncisco, November '5, I '),)2 ( un publ ished); 

audiotapes ava i lable from Advanced Peptides I nc., 2'5 East Loop Road, 

Stony Brook, N.Y. I I 7')(). 

PEln, C\:\I JACE, "The Chemical Comm unicators," interview in  B i l l  Moyers, 

Heating and the Mind, Doubleday,  New York,  1 ')')3. 

PERT, C ,\ '\ I MU , "Neuropeptides, A I  DS, and the Science of M i nd-Body 

Heal ing," interview in Alternative Thaapie.i, vol . I ,  no. 3 ,  1 ,)')'5. 

POSTMAN, NLI I ., Technopoly, K nopf, New York ,  1 992. 

PR I (;(  ){ ; I N I·., I LYA, "Dissipative Structures in Chemical Systems," in  Stig 

Claesson (ed. ) ,  Fast Reactiol1.,� and Primary ProcesJo' in Chemical Kindic', 

I n terscience, New York ,  1 ')(,7.  

PI(J( ; ( '( ""E, I LYA, Fl'Om Ueing to Hemming, Freeman, San Francisco, 1 9HO. 

PRI(;, )( ; JNE, I I .YA, "The Philosophy of I nstabi l i ty," Future.r, 2 1 , 4 ,  pp. 3')(,-4()() 

( l 9H9). 



332 B I B L I O G R A P H Y  

PI{ J ( ;' )( ; I '-:F, I Ll',\, and P ,\[ ; L ( ; L,\�S[)' )RFF, Thermodynamic Theory of Structure, 

Stability and Fluctuation" , Wiley, New York ,  l 'n L  

PI(I( ;' )( ; 1 "' 1', I LY,\, a n d  I S,\BFLLF STE'.; ( ; I':I(S, Order out oj' Chao'(, Bantam, New 

York,  1 ')iH. 

R e \', )"Sli' " A'.;T11, :md M,\TTI K,\\lI'P I '-:E� (eds.), Con'ciou.P1t'H in Phi/o,wphy 

and CORnitiv{> Neul'O,'ci{>nct', Lawrence Erlbaum, Hi l l sdale, N , j . , 1 ')')4. 

R [( H ,I IUJSO�, ( ; FORCl', p" Feedback ThouRht in Social Science' and Sy.'tems The

my, University of Pennsylvania Press, Phi ladelphia,  1 ')<)2. 

R I< KLFFS, ROHFRT E., Ecology, 3 rd ed.,  Freema n,  New York ,  I ')'l( ) .  

R, )SZ,\K, Ti l l" ) 1 )( )RE, The Voice of the !:'arth, Si mon & Schuster, New York, 

1 <)<)2. 

R ( )sz,\K, T H F( ) [ )ORF, The Cult of Information, U . C .  Press, Berkeley, Cal i f. ,  

1 <)<)4. 

S,\CHS, A , \Ro", " H umboldt's Legacy and the Restoration of Science," World 

Watch, Ma rch/Apri l  1 <)')'). 

SCHI>l I I JT, S I H ; FH I F I >  (ed , ) ,  Der niskurs dcs Radikalen Konstruktil'i" mus, 

Suhrka mp, Frankfurt,  ( ;ermany, I <)H7. 

SCIIN I': l i lFR, SnT H F '-:, and PF"EU lI 'F BOSTON (cds.), Scientist; Oil Gaia, MIT 

Press, Camhridge, Mass" I ')') L 

S H F UlR,\KF, R l;PERT, ,1 New Seimcc of 14'e, Ta rcher, Los A ngeles, I ')H L 

Su ) ,1", D, )l]( ; LAS (cd. ) ,  The Computer in h'dl/mtion: A Cntical Perspective. 

Teachers College Press, New York ,  I ')Wi. 
SI'RFTf' A K ,  C I L\R LF'.;F,  Lwt Godde,','t',i or Early Greece, Beacon Press, Boston, 

I 'JH L 

SI'HFT'.;,\K,  CH ,I H LFf' F, "An I ntrod uction to Ecofeminism," Nuckllt'll Review, 

Lewisburg, Pennsylvania,  1 <)')3. 

Sn;W,\RT, 1.\'.;, Does God Play nice? Blackwell, Cambridge, Mass "  I ()S')' 
TIIO\L\S, LEWIS, The Lillt's of a Cell, Bantam, New York ,  1 <)7'), 

U F,[ ) ,I, Y., j .  S. TH( )\ISE'.;, j. R ,\S\lUSSFS, and E. MOSFK l u )I':, " Behavior of 

the Soliton to Duffing's Equat ion f(Jr Large Forcing Ampl i tudes," 

Mathemathical Re,iearch 72, 1 49- 1 (,(J, 1 <)<) 3 ,  

U F:\KDLL,  j -lK( )K \'0:--; , Umwelt und Inllt:11welt der Tiere, Springer, Bcrl in ,  I ')()') . 

U I.f{ICH, H,I;\;s, ivfallaRemt'llt, Haupt, Bern, Switzerb nd,  I 'JH4. 
\' IRELI, FILI'-:ClSCO, " Describing the Logic of the Livi ng: The Adequacy and 

Limi tations of thc I dea of Autopoiesis," in  Mi lan Zeleny (cd.), Autopoie" I.,: 

A ThaJry ofLivillI; ()rRanizatiof1, North Hol land , New York , I ')S I ;  pp. 3(J-

4H. 

\ ' .IREI. .I,  Flu'.;Clsc( ), H UM BERT( ) M.-ITUR.I:--; ,\, and R W,\R I )( )  U R I H I·;, "Au to

poiesis: The ( hganizat ion of Li v i ng Systems, I ts Cha r:lcteriz:l tion :ll1d a 
Model ," iJioSy'tem,i '5, I H7-W" 1 974. 



--

B I B L I O G R A P H Y  333 

V,\RFI . \ ,  FI(,\:\C1SCO, and A ,,1'( J�I(J  C{ )UT I :\ H( ) , "I Ill lll u[wknowledge ," in 

I .  Brockman (ed. ) ,  /)oinf( Seiene<>, Pn:ntice-Ha l l ,  New York,  1 '),) l a .  

V,\R I-:I. ,\, F R o\1\crSC< ), and Ai'JT()"IO C( )L TI"I I( ),  "Second Generat ion I 111 111 une 

Networks," Immunolof(Y Today, vol .  1 2 , !lO. ') , PI'. I '5'!�1 !J6 , 1 ()') I h .  

V,\REL\, FRAr\ClScr J ,  E\' .. \r\ TI " )\1PS( ) :\ ,  a n d  ELLAr\( JI( R( )SC H ,  The J:'mhodied 

Mind, M I T  Press, Cambridge ,  Mass "  I 'J() ] .  

V,\I(FI. .. \ ,  FI(;\r\CIScr ) ,  "Resona nt Cel l Assemhl ics," Hiological Rcseardl, 2il,  H I �  

(J'5, I '!,),) .  

VER:\,\ I lSKY,  VL,\ I l I ,\ I IR,  The lhwphae, puhlished origi nal ly  i n  1 92!J; reprinted 

U.S. edition by Synergetic Press, Oracle, Ariz . ,  I ')H(). 

W,\I. I )F, PF,TEI(, R( ) ( :ER W ICK,  l\1,\SSL�rr ) FRFST,\, /\ r\:\,\I( )S,\ :Vh:\,; ,  ) :\ 1 , and 

PI LI( LUI ( ; I  LUIS I ,  "Autopoietic Self- Reprod uct ion of Fatty Acid Vesicles," 

Journal of the Amaican Chemical Society, 1 1 6, 1 1 64'!� 54,  1 ')')4. 

W f HSTER ,  C ; . ,  and H. C. G( )OI lWIr\, "The Origin of Species: A Structu ralist 

Approach ," Journal of Social and Biological Structurcs, vol . '5 ,  pp. I '5�4/, 
1 ')il2. 

W EIZE:-\H,\U1d, l ( )sF.l'H,  Computa Powa and Human Rea.ion, F reeman,  i\'ew 

York,  1 ')/6. 

WFI'-:H,\:\ I l I.,  FEIWI",\"1l (cd. ) ,  Ge.italthajie.i Sehm, Wissensch:l frl ichc 

Buchgescl l schaft, Darmstadt, 1 9(,0. 

WI II' IEHEAIl, ALFRED NORTH, Pmce.(i and Reality, Macmil lan,  New York, 

I ()2'). 

WI Er\ ER, NORBERT, Cybernetic;, M I T Press, Cambridge, Mass. ,  I <J4H; rc
printed 1 9(, I .  

WI E'-:FR, NORBERT, The Human Vie of Human neings, Hough ton :Vl iHlin ,  

New Yor k ,  1 9')0. 

WI:--im:r.B,vr\D, W I L H El.M, A HistOlY of Philosophy, M acmi l lan,  New York ,  

1 ')() I .  

W I N( )(:lL\Il, TERRY, and F ERl':A"I l( ) Fu )RES, U17dcr.itanding Computers and COR

Ilition, Addison-Wesley, New York ,  1 ')9 1 .  

Ym'ITs, M .. \RSI IALL C., and SCOTT CA,\lERO" (ed s .) ,  Self�()lgalliziJlg System." 

Pergamon, New York ,  1 ')59. 

Ym' ITs, MARSHALL C., CE(JR<:E / .\C( )H I ,  and CORD"" G"U )STEI '-: (ed s.) ,  Self

(Jrganizillf( Systems, Spartan Books, 1 %2 .  



Index 

Abraham, Ralph, 1 37, I S2 

A I .  Sec A rtificial i n tcll igence ( A I )  
A lD S ,  279 , 2S3-84 

Alchemy, 8 1 ,  I S2 

Alcohol ism, SS, 1 73 

Algehra, 1 1 4 ,  1 2(), 1 42, 1 4S 

/llgebra, 1 43 

A nalytic th inki ng, 2'!-30 

Analytical Mechanics, 1 26 

Anatomy, 23 

Animal Ecology, 33 

A ni mals,  '3, SO, 1 78-79, 243, 288 

cybernetics and, (d 

evolution of, 24S-S6 

Gaia theory and,  1 04,  1 06, 2 1 6  

Anth ropocentric values, 7, I I  
A r istotle/A ristotel ian,  1 8, 1 9, 2 1 ,  1 57 

urganismic biology and, 27 

Set' al", Entelechy 
Artificial i n tel l igence ( A I ) ,  66, 67, 27()-

n 
Ashby, Ross, 44, 6\ 83, 85 

Astronomy, 1 20, 1 52 
Atomistic e m phasis,  1 7  

Attractors, xv i i i ,  1 3 1 -35, 200-7. See also 
Strange attractors 

A u.'traloplthcC!l.,· ajiIrCll.,i" 22(), 2S7, 2(1l 

A u to}'oiesis, x v i i i ,  ()S-9'1, I S8, I hO-()8 

chemical systems of, 207-') 

cognition and,  2()7, 2hS, 30S 

comm u n ity and, 2'18 

computer program li)r, 1 '14-207 

Gaia theory and.  2 H- I () 

J a ntsch and, I I I  

mental process and, 307 

social systems '111<1, 209- 1 3  

struct ural cou pl ing and.  St'C 
Structural coupling 

St'e ulso Santiago theory; Sdl�lll a k i ng 

Bacon, Francis, I ') 

Baker t ran sl(ml1"tion. 1 24-2S, 1 33 ,  1 40 

"Band wagon effect," (d 
Bateson, G regory, 1 8, 5.3-Sh, ()2. 1 60, 

2 1 9  

Maturana and. 273-74. See al.,o 
S"ntiago theory. Bateson and 

Mendel and, 224 

mental process and. 1 73-74 

Bateson, Wil l iam,  224 

Beer, StaU()f(I, 76 

Behav ior, S8, 21>H, 21,<). 287-S') 



336 
language and, 29()-91,  2'H-'J4 
relationship, an'!, 298 

Ikloll>ol -Zhabotinski i  reaerion, H8 

Bena rd, Henri ,  S(,-H8 
Benard cel ls, Hi-Sil, 1 (, 1  

Bernard, Claude, 24,  43 

fknala n tfy, Ludwig von, 42-'iO, 'i I ,  

1 77 

goal ot� 7') 

B i furl-..rion points, I l(,-l7,  1 7 1 -72, 

I X'i-')2, 2 l'i 

indeterminacy a nd ,  l il2-Hl 
structural cou p l i ng a n d ,  2 2 1  

Bigelo\\', Ju l ian,  'i s  

Biochemistry, 24, 27, 284 

fil% gle,,/ PJ'iIlOplcs, 27 

Biol ogy, I I , SO-S I ,  I ('()  

cybernetics and,  ()(, 
Caia theory a nd, 1 07 

La m a rc k  and,  222 

1l1a nagcrnent and, 7() 

molecular, x v i i ,  77 -78, H I ,  1 ')0, I 'l l ,  
2()4, 2211 

organisrnic. Sf'{' ( hganisrnic hiology 
Romanticism a nd ,  23 

substance vs.  trmn a nd ,  I S-2') 

svstems t h i n k i ng a nd ,  1 7- 1 8, 77 

Biosphere, B, 1 0 l ,  1 7'1, 2 1 (, 

I!iwphcr,', B 

Blake, Wil l iam, 2 1  

Bogdanov, Alexander, 43-46, 79, 1 'i7 

Boltz mann,  Lud wig, 1 8(,-89 
Boole, Gcorge, 200 

Boolean networks, 200. See al.w 
Network, binary 

" Boutstrap phi losoph y," l'i, 'i9 

B re n ner, Sidney, xv i i-xv i i i  
B road, C. D.,  28-29 

B rown. Lester, 4 

Buddhism, 7, 294, 29'i 
Business. 3, 2()7, 2,<)<) 
B u tterfly e ffect, 1 14-3'i 

Calculus,  1 1 (,-20, 1 'i2 

Cannon, Walter, 24, 43, 'i') 

( :a pit,d ism,  8 

Ca rbon dioxide (CO,), 1 04-(" 1 78, 237-

l8, 240 

CarTlot, Sadi, 47-415 
"Cartesian an x iety," 2'i'i 

I N D E X  

Cartesian coordinates, 1 1 4- 1 'i, 1 2')- l l 

complex numbers ;l(1d, 1 44 

Cartesian rnecbani.sm, 1 ')-20, 22, 'ill 
cybernetics a nd ,  'i 2 ,  'i'i ,  (,'i, h7-I,8 

networks and, 40. S,'" ai,o Network 
orga nisrnic biology vs., 2(), � I 
process t h i n k i n g  vs., 42, 1 72 

qU;l(1tum physics I·S . ,  I I  

ROIllantici 'iJll VS., 2 1  

Santiago theory and,  1 7� 
systems t h i n k i ng SS.,  2'), 37, 4 1  

Catalytic cycles, 92-'i4, 100, I O'i ,  1 7 1  

evolution and,  2 1 7, 227, 2 l 'i  

Catastrophes, I l 7, 2l2--ll 
Cell assemblies, 292-')3 

Cells,  23, 24-2S, SO-S I 

a uropoiesis and,  1 (,2-68, 1 7 1  

SCt' also Fsolution; Life 
Cel l ul a r  a u tomata, l 'i4-')(" 200 

Cha nce va riation, 223-24 

Chaos, 1 21" 1 2 7-2H 

baker transt()fInation and,  1 2(" I I I 

i rreversi bi l i ty a n d ,  I 84-H'i, I XI> 
"'llolccuiar," 92 

order fro III , l 'iO, 20 l-7 

Chaos theory, 1 7, I l "  1 2 l , 1 'i2 

butterfly effect i n ,  1 l4-l'i 

d i ssi pative structures a nd ,  I H l  

fracta ls and,  I l7, 13'), 1 40 

quantity I·S. qual ity and, 1 3 'i-l7  

Chaotic attractors, H i i i ,  2112-l 

"Checks and bala nces," (,2 

"Chemical soup," 23'i 

Chem istry, 1 1 , 20,  2 l-24, l '!O-9 1 

autopoiesis and,  2 117-'i 

biology and,  2'5 

cata lytic cycles ;111,1, 'i2 

Gaia theory a nd ,  1 04 ,  J ( II, 

i r reslTsibil ity and,  1 84-8'5, 1 92 

Chew, Gcoffrey, N, 'i'i 

C h ristian mystics/theology, 7, I ') 

Clausius,  Rudol ph, I H'i-81> 

Clements, Frederic, 13 
Clocks, chemical,  9 l ,  1 6 1 ,  1 94 

C l ock works, x s i i i ,  '5(" (,7, I,X 

Closed systems, 47-4H, 1,\ 7X, 1 1,7 



I N D E X  

dissi pati v e  structures and , 1 68-69 

comm u n ity and,  299 

Coevol ution , 227, 243, 249, 30 1 

Cogn i tion, S2, SS, h'i, %-97, 264-8S 

autopoiesis and, 1 (" 

"bringing fortb of a world" and,  
264-8S, 290,  2 ') I ,  lOS 

cOIl1 rn u n i ty and, 2{}() 

computer model of, ()6-68,  70, 7 1 ,  

26S-6(), 274-7H 

connectivity and,  2()6, 268 

i m m u ne system and, 278-8 1 .  Set' also 
] nlll111nC systell1 

Ina nagcIllent and,  7() 

nervous system and, 2 S I ,  2S2-8S. Sa 
aLw N e rvous systcrl1 

process and, 1 60, I 72-/(), 21>S-66 

See also Mind;  Santiago theory 
Color pCfception, <JS, 91> 

Communication, 2S7-')(),  307-H. S{Y a/.", 
Cognition 

Community,  33-'4, 82-83, 297-304 

Complex numbers, 1 42-4S 

Complex plane, 1 4'i, 1 4 7  

Complex systems, 1 9'), 202, 204, 303 

Complexity (mathematics of), x v i i i ,  2H-

2<J, I I I , 1 1 2-S3, I SR. See also 
Noneqlli l ibrillm; Nonl i nearity 

( :omputer, 7') 

autopoicsis and,  I 'J4-207 

chaotic systems and , 1 2R-29 

d igiul, S3, SS-Sf> 

fractals and , 1 40-4 1 

human brai n /mind and,  55,  66-68, 

7 1 ,  26'5-()6, 274-78 

i m pact on society of, 6')-7 1 

J u l i a  sets and,  1 4S-4() 

Mandelbrot set and,  1 'i0 

and mathematics of complexity, 1 1 3 

as unique machine, (l7 
See al.;o "Daisyworl d "  

Computer Power and Human Reason, 68 

Consciousness, 28(l-')(), .,OS. Sec also 
Cognition 

Consciousnes.' in Philosophy and 
Cognitiv{' Neuroscience, 1 75 

Contextual tbinki ng/k nowledge, 3 7, 42, 

70 

Cunve rgence, 232 

Copernicus, I ') 
Cosrnoiogy . 7  
Cost--benefit anal ysis, 76 

Coutinho, Antonio, 280 

Creativity,  2 2 1 ,  222, 2.�7-�() ,  2 �2 

cyhernetics and,  8 5  

symbiosis and, 24 l 

Critique of Judgment, 2 1 -22 
Cult or llljiJlmation, The, 70 

Culture, I - I '; , 2(d, 2(>'), 2')4 

CU\'iCf. ( ;corgcs, 2 � , 27 

337 

"Cybernetic machi nes," 'i8 

Cyhernetics, 44, 4'i,  'i 1 -7 1 ,  7'),  80, 82 

C;aia theory and,  1 1 14 

rnanagt'lncnt, 76 
mental representation and, 2 ()')--(>(), 

274 

pattern and, 1 'i 7 

process thinking and , 4 2-4 l 

sel f-orga nization and, 83. S"t· a/.'" 
Sci f�orga niza tion 

structure \'�. organization in,  l)X 
systems th inking and,  4(), 'iO, 7') 

Cybernetic." il I 
Cyclical processes, (), 299, l i l l .  Sec af.,o 

Catalytic cycles; Hypercycles 

" Daisyworld," 1 117- 1 0 ,  l 'i 'i  
Dalton, J o h n ,  HII 

Da rwin,  Cha rles, 48, 223 

Darwi nisl11, ()2, 222-26 

neo- , 224-2(" 228 

social ,  2 �2 

Deep ecology, il- 1 2 , 1 'i 7, 1 8'i ,  2% 
Del l ,  "'l lI l ,  2 7  " lll'i 

Dcr 7,'i{ IIlld das Gam"" I I  
Descanes, Rene, 'i, l l , 1 ')-211, 1 1 4 , I I  'i ,  

I S2, 1 7() 

clock works and,  il7. Sa al.,o 
Clockworks 

complex numbers and,  1 4 ,  

t(llI lldations metaphor and,  l S  

Sec alw Cartesian coordinate';; 
(:a rtcsian Il1cc hanisrn 

D{'.<ct'!lt of Mall, 2 2 l  

IJCJIK" for a Hraifl, ()5 

I )cn'l oplllent,  l 'i'), 220-2 1 ,  212  



338 
cognition and,  2()S 
cyhernetics and,  He; 

dissipative .... tructufcs and.  1 72 

Incchani�tic \'jew and.  2) 
morphogenetic tields a l ld ,  2i)-27 
substance ys. limn a nd, I H 

DiflCTcntial equations, 1 1 )-20, 1 '!6, 202 

Di.,coltr.'c of .\lc,thod, lX 

I )i ........ i pariyc ..,tructufcS, x \ i i i .  H6--H9, t) I ,  

I (,S-7..', 1 77-9 ; 

cognition and, 1 76, 2()7 

COlll l l lunity � Ind.  2()H 

c\ olution and, L27, 2 )')-- �() 
l i l' ing I S. non l i v i ng, 1 (> 1 ,  I UJ 

mental process and, l07 

synthesis of theories on, I I I , I NI 
whir lpool example of, 1 (/)-72 

[)�:\ ,  77, 7S, I Il )-i,7, 2114, 22 H-42 

binarv networks and,  2 1 14 

i n f()rnl�lt i ( ) 11 and,  272-7� 
Dom i nation,  ii-') , 1 0 , ;0 1 

Douad", Adrien,  1 47 

Dreyfus, H u bert, 277-7S 

Drn fus, Stu a rt, ..' 77-iS 

Dr1l'sch. Hans.  2i, 
[hnamical systems theory, H i l l .  1 1 2-

I ) , I ..' ; . 1 2(" I ;7,  l S I ,  1 99 

quantity I s. quality in ,  1 )6 

E,l rth. -' I )- I I, 

compared with other pbnets. 1 1 1 1 -2 ,  

..' I (,- l i  

a<; J i y ing  being. 22, 2 Ul. Sct' alw C ;ai;l 
theory 

Earth Household, l2- l l  

Fcocentric I'alues, I I  

Fcological awareness, 7, S, 1 ')2 

Ecological vic\\', Xl i i i , S, 6-H, 1 7  

Ecologv, 32-) , 2')7-304 

. IccI', 6- 1 2 .  1 'i7, I S'i. 2% 

ccolloinics \'S., 2()H-)04 

icininisill and,  H. () 

11l�lfLlgcnlt'IH and,  76 

network and, I I I, l). St'C also 

\i('(work 
process th inking and, 42-4 ; 

I"ycholog)' and, 1 2  

recycl ing and.  1 77, 2'i'), ;1)4 

I N D E X  

schools of, S-9 

sustai nabi l i ty and, 4, 29H-;04 

systems th ink ing and, I H, l6. Sa al.w 

Systems thinking 
Economics, 6, 2')'), )00-4 

Ecosystems, 28,  33, )4, 1 1S-79 

autopoiesis and, 20<), 2 1 0, 2 U ,  2 1 4  

binary networks and,  202 

comm unity and, Z,)6-.'1I4 

cybernetics and,  63 
"I laisyworld" as one, 1 08- 1 0  

Row diagralns of, 1 77 

as networks, 3�. See also Network 
new understanding of, 3, ;) 
process th inking and, 43 

Education, >, 711,  297 

Ehrenkls, C h ristian von, I I  

Eigen, M a n fred, I)'i, 92-99, 1 0\ 227 

Einstein ,  Albert, ; '), ')0, L 'O, 1 2 7-28 

Eisler, Riane, S 

Elements, fundamental,  SO 

Elton, Charles, 33 

Embryology, 24 

"Emergent properties," 29, 37 
Emotion, 2(,7, 26'), 27'i,  2H4, 2'i3 

Endocrine system, 1 76, 28Z-H'i 

Energy, 1 1 1 1 , 1 1 12,  I I I , l rA-(18, 2 l (, 

comm unity and,  2 ')l)-3110 

ecosystems and.  ,�, 4 l ,  1 77-7') 

entropy and,  I H)-S(, 

mental process and, ,0(, 

Planck and, 1 2 7  

time and,  I H4 

Sa also ( lpen system; Symbiosis 
Engineering, 21), 7\ 77 

computers and, 70 

cybernetics and,  'i I ,  'i2, '5 " '5S, (d , 7� 

l�nt{'lechy. 1 8 , 26 

Entropy, 47-4S, 1 0 1 ,  I H I  

d issipative structures and, 1 8'5 -S(, 

order and, I S6-iO, 1 ')0 

probabi l i ty and,  I SH-W) 

Environment, 3-4, H, 2 4 ,  33, 1 (,7-i,H 

bitilrcation points and,  1 9 1  

cognition and,  2(,7, 2 (,')-70 

flexibi l i ty of, )02-4 

C;aia theory and, lOi', 2 1 6  

i n ternal vs. external , 24 



I N D E X  

structural coupl ing and, 2 1 8-20 

systems think ing and, 37, 42 

Set' aim Web (of l i fe) 
Enzymes, '!2-93, J (d-(,7, 2 38 

Epistemology, 40, 270, 2 1'  

Equilibrium ("Llr from"), 8\ 8 1> ,  ')0-

')2, 1 02 ,  I I I , 1 72 

dissipative structures and, 1 8'!, 1 ')2 

hypercycles and, 94 

See also Nonequil ibrium 
ETH. See Swiss Poly technical 

Univ ersity ( ET H )  
Ethics, 1 1 - 1 2  

Euler, Leonhard, 1 20, 1 43 

Evolution, 2), 49, 222-6 l 

� l l It()p()icsis and, 227 

bifurcation points and, ! l (,-,7 

binary networks and,  20S, 2 2 7  

community and,  ,4 

cybernetics and, 85 

" Daisyworld" and, 1 0 8- 1 0  

development and,  220-2 1 

d i ssipative structures and, 1 72 ,  I Wi,  
227 

Gaia theory and, 1 06, 2 l 5- l !l, 242 

hypercycks and, 92, 95 

language and, 29,-94 

management and,  76 

Newtonian mechanics vs.,  47-48 

substance vs. I(JrIn and, 1 8  

uni verse and, 2 1 6- 1 8  

Fam i l y  therapy, 'i5 

Feedback, 5(,-64, 78, 82-83, 8'i, I I I  
community and, 299 

" Daisyworld" and, 1 09- 1 0  

d issipative structures and, 89 

C ;aia theory and, 1 04 ,  1 0 7  

hypercycles and, ')2 

mathematics of complexity and, 1 2 l-

24 

pattern and,  1 57 

"runaway," 89 

Sec also Catalytic cycles: Cybernetics; 
I teration 

Fkischaker, Gai l ,  20S, 2 1 4  

Flic.uRleichRewicht (Flowi ng Balance), 
48,  1 77 

Female (subsumed under male),  (, 
]-;�cTn injsnl, H. <.) 
Flores, Fernando, 275, 277 

"Flowing balance," 48, 1 77 

339 

Foerster, H e i n z  von,  64,  84, ')5, 1 00, 

1 73 

Food cycles, 34, 1 78-79 

Food webs, ,4, 82, 1 77, 1 79, 2 1 l  

Form, 2 1 ,  13 
C ;estalt psychology and, 3 1 -32 

m atter/substance YS., 1 8-29, SO 

relationships and, 1 73 

St't' also Pattern 
Forrester. J ay ,  7(, 

Fox, Warwick, 1 2  

Fractal Gt'Ometry oj' Nature, Tht" I F  
Fractals, x v i i i ,  1 1 3. 1 37-42, 1 52 

J u l ia sets and, 1 47, 1 5 1  

Freud, Sigmund, 293 

Function (vs. organi zation), 27, 1 1 4 

Fundamentals oj' EcoloRY, 4.l 

Fungi, 247, 248, 2'i3 

(;aia theory, 22-23, 33, 100- 1 0  

autopoiesis and, 2 1 3- 1 6  

Darwinism and, 227 

I(lod webs and, 1 79 

C ; al i lci ,  Gal iko, 1 9, 1 13 - 1 6  

Games, 53, 7 1 ,  1 95-<)(, 

Cas laws, 1 2 1 -·22 

( ;auss, Karl Freid rich, 1 4 l-4'i, 1 'i2 

General Systt'm Tht'Ory, 45 

C ;encral systems theory, 43-50, 5 1 ,  7') 

Genetics, x v i i ,  77-78, 1 64-68, 229-42 

binary networks and,  202, 204-7 

neo- [ )a nvini �nl and,  224-·2() 

"C;eological I'lrce," II 
C;eology, 1 06, 23.3 

Geometry, 1 1 3- 1 4, 1 26. See also 
Fractals 

"Germ theory of d isease," 24 

Gestalt psychology, 1 7, 3 1 -32, 36, 52 

Glansdorff. Paul,  H9, 94 

Global l'robkmsicnvironment, 3, I I  

God (and Gaia theory), 1 0 7  

Goethe, J .  W ,  von, 2 1 ,  27, B. 1 'i 7 

C ;olgi, Camil lo, 1 64 

Good w i n ,  Brian, 1 9 1  



340 
( ; raham, Robert, ') 1 

Hacckel,  Ernst, B 

Haken, Hermann,  W5,  W)-<i2, 94, 100  

Hamil ton, Wil l iam, 1 20  

Handhllch cia Physik. ') I 
Ha rding, Stephan, 2 1  � 

Ha rri�()n, Ross, 27 

Harvey, Wi l l iam, 20 

Health care, 1 

I leat comenion, X6-XX 

Hegel, ( ;eorg, 62 

Heisenberg, \Verncr, 10, l l ,  .1X-l'), 40 

Henderson, I �awrcncc, 27 

Herac l i tus, 4 l  

Heredity, n 
H ierarchies, 1 0, 2H, l'5 ,  lOX 

H induism, 2<J 1 -'12, 2'H 

H i s tory, 1 '52 ,  1 ') 1 ,  I ') l  

H i tchcock,  Dian,  1 0 1  

Holistic view, '5 ,  (,-7, 1 7 , 'i'i 

(;estalt psychology and, l2  

Tllt'chanislll \'s., I H-�(), 47 

Homeostasis,  43, '5H·� )'i, 7S,  20'5 

Homo aU/ZL', 2'5'i-(,O 

Homo hah"':,. 1)'), 2(,2 

Horno ,\upit'!l.i, 2h(), 2()2 

H uman body 
endocrine system and, 2H2-X'5 

h uman m i nd and, (,X, 2(>4, 2S I ,  2 K l .  

Set' a/so Cognition; :\lind 
i fnnlune systC'lll ;lnd, 2H I .  Set' UliO 

I nl I11UTlC 'iystt'111 
;is rnachinc,  () 
ner\'ou .... systCTll an( l ,  2H l .  ,)'('{' a ll() 

�Tellr()s(il'ncc; r\\'r\,()ll� �ystcln 
H uman brain,  '54, 6') 

computer and, '5), 6(,-(,S, 7 1 ,  2(,)-(,(, 

fracta ls  and, 1 )0-'5 1 

h Ulllan body and, I>S, l X l  

mind \ s" 1 74-71, 2 7S, Set' a{co 
Cognition; Mind 

network s and, H2 

H umanities, '5 l  

H umans, 22(" 2 'i7-(,l, 2'; ;-% 

(OIl1111 unity and, 2()7- )()4 

decp ecology and, 7 

di <.,-; ipativc \tructures :I nd. l {) )  

I N D E X  

Caia theory and, 2 J (, 

self�awarcncss of, 28(,-')(', lOX 

Humboldt, Alexander von, 2 l , II 
H u tton, james, 22-2 l 

H y percyclcs, 92-9'), 23'5 

I lllmllne system, 1 7(" 202, 2('H, nil ·H'5 

I m peria l ism, X 

I ndetenninacy, 1 ')2 

"I nti>rrnation" (definition of), 272 , lOr, 

I n tilrmation theory, (A-6� 

" In v isible hand," (,2 

I rrevccsibi l ity, I Hl-H'5, I H(" 1 ')2 

I slamic phi losophers, 1 1 4 

I teration, 1 2l-26, 1 40, 1 4�-4(" I Hl 

jantsch, Erich, I I I  

j u l ia, Caston, 1 4� ,  1 48 

ju l ia  sets, 1 4S-4S, I )  I 

K ant, I nl lnanud, 2 1 -22,  ::'7  

Kauftinan, Stuart, ni i i ,  1 99-20/, 22(" 

227 

KhaHJm, ( Jmar, I �2 

Koch (UnT, 1 40 

Kocstler, Arthur, 21> 

K iihler, Wolfgang, 3 1 -12 
Kuhn,  Thomas, S 

La :-'1cttrie, j ul ien dc, 20 

Lagrange, joseph, 1 21 1  

Laing, R ,  D"  I '), S'5 

Laillarck, j"an Baptiste, 222-2 l 

Language, 2S7-92, 293-'J4, lOS, Sec al.", 
Cognition 

Laplace, Pierre, 1 20, 1 2(" I S3-H4 

Laser theory, X9-')2 ,  94, 1 00 

Lavoisier, Antoine, 2 ( )  

Lei lmiz,  ( ; ottfried Wi lhe lm,  I I  (, - I  'I, 
1 43 ,  1 '52 

Lenin,  Vladimir  I lyich, 4(, 

Life, 3-4, ';2,  1 1l 1 ,  1 02 

ages of, 2 " , 234 

bui ld ing blocks of, xv i i ,  ll l ,  lH, 77 

cognition ;lnd, 'Ii, I hO, I n-7(" 21>'5-

(,/, 271 ,  2S(, 

creativ ity of. Sec Creativity 



I N D E X  

dissipative structures and, HS-H'), 1 (,0. 

Sec aho Dissipative structures 
( ;aia theory and, HH-7, 2 1 'i- I (, 
as "geological t(,rce," B 

mechanistic view of. Sa Mechanism / 
Incchani st ic  view 

i n  minimal r(m)1, 207-<) 

I110lceula r hiology and, 77 

new Undl'fstanci ing of. x v i i i-xix, ) ,  
)S, 78,  H I ,  1 5 7-76 

origin of, ()2, 23 )-)6 

on other planets, 1 0 1 -2, 2 1 (,- 1 7  

process of, 1 5<)-(,(), I (, I ,  2(,S. Sec also 

Santiago theory 
systcnlic view of, 4. ,)'t'c aLw SystClllS 

th inking 
theories of, synthesis of, x v ii i-xix ,  

I I I , 1 57-76. Sec al.", Wurldview 
u n rdding of,  22 1 ,  222-63 

universe a n d ,  2 1 6- 1 7  

value o f  nonhuman, I I  

web of. Sec Web (of l i fe) 
Sa al.", A utopoiesis; Living 

organisllls; Living systclns; 
Natu re; ( hganization 

Life sciences, 1 2-1 ) , 2'1, 77, 1 85 

Lil icnfeld,  Robert, 78, 7<) 

Linear equations, l i S, 1 22 ,  1 23 ,  l S I 

Living organisms, l O l ,  23S 

classification of, 247, 25(, 

t:I1 v i ronmcnt and, 1 67-()R. Sec alw 

Environlncnt 
Living systems, xix, 3 ,  7, I S8 

autopoiesis and,  ()5-<)<), 1 62-(,8, 2 1 0. 

,)'t't' alw Autopoicsis 
binary networb and, 202. See also 

Network, b ina ry 
c.ltalytic cycles and,  <)4. See also 

Catalytic cycles 
comm unity and, 297-304 

feedback and,  Sf), 64. See also 

Cybernetics; Feedback 
hiera rchy of, 2H. See al.<o H ierarch ies 
key cr iteria of, 1 5<)-6 1 ,  1 72 ,  267 

mathematics to describe, 79. See also 

Mathell1atin 
and mechanism vs. teleology, 1 07 

models r(, r,  7<). See also Sdt� 
orga nizatioll 

as networks, )5, 20'!. ,',a' also 

Network 

341 

nonl i v i ng v s . ,  l iJO-(J ! ,  1 ('<), 2 1 S, ': 1 '), 

)06 

pattern and, 1-12-83, I SH. Sa al.,() 

Pattern 
process and,  1 5<)-60, I {, I 
structure YS. organization i n ,  ()K, ()(J. 

Sec aLi{) ( )rganization� Structure 
substance vs. form and,  H I  
three kinds  of, 34 

u n i \'lTsc and, 2 1 7  

values ,"s. th inking and,  <}-I ( )  
S"e al.'o Lifc; Systems th inking 

Locb, Jacques, 2 4  

Lorenz, Edward, 1 >4-)5 

Lorenz attractor, 1 >4-35 

Lovel l ,  Bernard, 2 1 7  

Lovelock,  James, B ,  H5, I O()- I O, 2 1 4-

1 5 .  S,'" also " Daisyworl"" ' ;  ( ;aia 
theory 

LSD, 1 50 

Luhmann,  1'\ i kbs, 2 1 2  

Luisi ,  Pier Luigi,  21 17-H 

Machi nes, () 
clockwork , 1l7. Sa a/so Clock works 
organi .... n l  .... cOIn pared with,  ')(1 .  c)'t'c 

ali{) ( �yhernetics 
stcam engine, SH, (, 1 

.'vbey, Joa n na, 1 2  

Macy Conferences, S l-S4 , il2, (,4, 1 7 )  

Mall (/ Mach/lie, 20 

!v1anagClllent,  7'), 7h�77 

Mandelbrot, Iknolt, xvnl ,  I l7-42, HS-
S I  

Mandclbrot set, 1 42 ,  1 47-'> 1 

Mander, Jerry, 6<) 

Mapping, 1 24-21l 

M a rgulis, Lyn n ,  x v i i i ,  )l, H5, I ())-i, 
l lA, 2 1 4- 1 (, 

cvolution and,  22';, 227-4'), 256, .:'(d 
quoted, on "independence," 2')'i-')h 

Maruyama, Magoroh, il l-(A 

Marx,  Kar l/Marxists, ii, 4 (" (,2 

Mathematicians, 1 52 



342 
generalist, 1 26 

I nd i a n ,  1 1 4 ,  1 43 

Mathematics, 79, I I I , 1 2 (" 1 '5 1 -'53 

cel l ula r automata and, 1 9'5-')(, 

of classical science, I l l- 1  '5 

complex numhers and,  1 42,  1 4 '5  

o f  complexity. Sec Complexity 
(mathematics of) 

cybernetics and, '5 1 ,  '52, '53-'54, 6(). 

Set' £11.'0 Cybernetics 
Descartes and, 1 1 4 ,  1 '52 

general systems theory and,  4 7  

Mandclbrot a n d ,  1 '5 1  

Poinca rt' ,md, 1 2()-2S, I V) 

Prigogine and,  49 

scl t�orga nizati()n and, 8'5, I I I  

systems analysis and, 71> 

tcktology and,  -1'5 
visual ,  1 2()-27, 1 ,7, 1 '58 

Von Neumann and, '53-'54 

Wiener and,  '5 l , '54 

Set· £1/.'0 Fractals 
;vlatter/substance, I ()  I ,  I OZ,  I I I , 1 '58 

commun ity and , 299 

('(osystems and,  l'5, 4.l 

1'>rTn vs. ,  1 8-2'), 80 

mind v s . ,  20, 1 76 

synthesis of theories on, 1 7() 

:'viarurana, I-Iumberto, xv i i i ,  8'5,  9'5-99, 

100,  I '58, I (,(), 1 ')4--220, 227, 2c,7 

Bateson and, 2 7>-74 

cel l biology and, 1 62 ,  I ()S 

comlll unication and, 2S7-'l2, ,08 

m i nd and,  1 73 ,  1 74-7'5 

Sec also Santiago theory 
:'v\axwel l ,  James Clerk, '58, 1 2 1 -22, 1 86, 

1 88 

McCulloch, Warren, 52, '5'5, S3, 95, 1 ')5 

:Vlca" , Margaret, '53, )6, 62 

Mechani s m /mechanistic view, 5,  1 7  

Cartesian. See Cartesian coordinates; 
< :artcsian rTIcchani slll 

computers and,  70 

cybernetics and, '52, (,') 

education and,  iO 

Gaia theory and , 1 07 

Gestalt psychology vs., 32 

I N D E X  

holi slIl vs.,  1 8-29, 47. Sa also 
Holistic view 

molecular hiology and, 77-78 

organismic biology vs. ,  27, 28 

systems thinking vs. ,  37 

vital i slTI VS., 2) 

Sec aLw Nc\vtonian mechanics 
Alechanz�,ti,' Conception of Lift·, 24 

Medicine, 24, 1 '52 

Mendel,  Gregor, 224 

Mental i l l ness, 1 73 

Mental process, 1 73-74, ,0'5-8 

Mental representation, 2(»)-74, 2S(), 290, 

_'07, lOS 

Mental states, 2')2-'n 

Metahol ism, 4.l, 1 '59, 1 64-67, 2 1 6. Set' 
aim Catalytic cycles 

Metaphysics, I l  

M icrobiology, 23-24, I OC" 2 1 '5, 22),  

227- l 2  

A4icrOCfh"mo.i, 2 32 

M icroorganisms, 1 04, 2 1 5- 1 !), 228, 239, 

246, 247 

ages of l i fe and, 233 

Microscope, 23 

Mind,  5 1 -7 1 ,  .lOS 

Bateson and, '5'5. St'e also Mental 
process 

brain vs., 1 74-7'5, 278. Set· also 
Cognition; H u rnan hrain 

matter vs. ,  20, 1 76 

synthesis of theories on, 1 76 

Mind and Natal''': A Necessary Unity, 
1 74 ,  ,0'5 

M i tochondria, 230, 242-44 

Molecular biology, xvi i ,  77-7S, R I ,  1 90, 

1 9 1 , 204, 228 

Monod, Jacques, 22'5 

Morphogenetic fields, 26-2 7 

"Morphology," 2 1 ,  23 

" M utual causality," 64 

Nacss, Arne, 7, 1 2  

N AS A  space program, 1 00-3 

Native American traditions, 7 

Natural selection, 94, 204, 222-21>, 232 

Nature, 1 92-93, 2W) 

classical science and, I H 



I N D E X  

exploitation of women and,  9 

fractals and, 1 3 7-42 

Heisenberg's quote on, 40 

hiera rc hics of, 28. S'ee aiJo 
Hierarchies 

identification with, 1 2  

m i nd and, 1 73-74 

Newtonian mecha nics and,  1 2 1  

values and, 1 1 - 1 2  

web uf, 40-4 1 .  See also Web (of l i fe) 
Need ham, Joseph, 27-28 

Nco-Darwinism, 222-20, 228 

Nervous system, 82, irl, W,-'J7 

cognition and,  1 76, 2(,')-70, 275, 282-

85 

COlll1l1Un ication and, 2R7 

Network, xvi i i ,  7, 1 0, 33-.)4, 1 1 2 

autopoietic. See A utopoeisis 
binary ,  83, 1 95, 1 99-207, 227 

cognition and,  268, 2m 

community and, 297-304 

complexity of� l03. See also 
Complexity (mathematics of) 

fc ,undatiollS metaphor replaced by, 
N 

hierarchies of nature and, 28,  35 

i m m une, 27'J. ,)'t:{" aiJo I m mune 
system 

neura l .  Sec Neural networks; 
Neuroscience 

pattern and, 82-8 l ,  1 'i8, 1 62 .  See also 
Pattern 

psychosomatic, 282-8'5 

scientific objectivity and, 40 

systems thinking and,  38. See al.w 
Systems thinking 

Sa also Self�organ i zation; Web (of 
l i fe) 

Neural networks, 202, 266 

Neurobiology, 2 (,5-6(, 

Neurology, (,'i ,  66 

Neuroscience, 9'), 278, 2 8 1 -8') 

consciousness ;J nd, 293 

cybernetics and, ') 1 ,  52, 'i " 08 

m i nd vs. bra i n  and, 1 7'), 273 

psychosomatic network and, 284 

Newel l ,  A l len, (,(, 
Newton, I saac, 5, 1 9, 20, 1 1 6-20, 1 52 

343 
Blake (Wil l iam) and, 2 1  

Newton ian mechanics, 1 20-22, 1 2 7, H l8 

evolution vs.,  47-48 
Caia theory and,  1 07 

time and, I Kl-S4 

"Noise," 84, Ill, 1 9 1  

None'lui l ibrium, 87, 92, 1 00, 1 8,)-8 l .  

S,'" ai.<o Eq u i l ibrium ("El r from") 
" J'\\)n l i ncar dyn�lInics," x v i i i ,  1 1 2 

Non l i near equations, 8'), I I I , 1 1 \ I 'l l ,  

I 'J2 

butterfly effect and, 1 34-3') 

chaos and, 1 2 8-29 

l i near vs., I I  'i,  1 22, 1 23 

"numerical ly" sol v i ng, 1 2 8  

phase portrait a n d ,  L l6-l7 

Nonl i nea rity, 8(" 8'), 100, 1 22-26, I HO-

83 

cornrnunity <lod, 29<) 

mental process and, lO(" .l07 

Sec also Complexity (mathematics 
of); Equil ibrium ("Ll r  from"); 
Laser theory 

Nucleated cells, 242-4\ 24(" l O I  

Od um, Eugene, 4 3 ,  1 78 

On the O/'if,;i" or Spt'cic(, 22l  
Ontology, 273, 274 

Open systems, 43, 4,)-49, (,'i, 78, 1 77 

cell  hiology and, j (,7-68 

com mun ity and, 299 

d issipative structures and,  HlJ, 1 68-6<), 

1 80 

Earth as one, 1 02 

self�organization and, 8') 

"( lrder from noise," 84 

O/'da out or Chao.(, I <) l  

Order/d isorder, I SO, 1 8')-')2, I <J<J, 203-7 

Organ systems, 202 

( hganic f,mn, 2 1  

" (  hganicism," 24-29 

Orga nismic biology, 24-3 1 ,  _l6, I ')i 

cyhernetics and, 'i I ,  'i2 

tck tology :lnd, 4'i 

Organismic emphasis,  1 7  

Organisms, 3 ,  22,  20'J- 1 1 

cells YS., 23 



344 
machines compared with,  '56. Sa al.", 

Cybernetics 
as networks, '4-3'5. St'e also 

"'etwork 
Sel� ulw Fnvironnlcnt; Liv ing 

{ )rganlsnl� 
( J rganization, X2-H3, l)'5, 1 0 0  

cognition ;lI1d, 2 7' 
cybernetics and,  '52, (,4. S"t' al", 

Cybernetics 
function VS.,  27 
nervous systelll and,  9() 
pattern of, (,'5, I 57-'5l), lO I .  See also 

Pattern 
scll�. See Sel f-organ i zation 
structure vs. ,  ')X, 'i'J 
systems t h i n k i ng and,  30 
tekrology and, 43-44 
Sec al" o  Orga nismic biology 

"(  )rgan i 7Td complexity," 2R-2') 
( )vcrpopulation, 4 
( lxygen crisis,  239-42 

Paradigm shift, 4 ,  '5-l l ,  3 1 ,  I Wi 
Pa rmcn ides, HO 
Part and tht' rf'hole, The, 3 1  
Pasteur, Louis, 23-24, 42 
Patten, Bernard, l 5  
Pattern, 5 1 -'5'5,  (,4, 7')-H3, I I I  

auropoiesis and,  I (,O-hH 
cel lu lar automata and,  1 ')6 
COfll putl'r si rnulations and,  1 <)<) 
and mathelllatics of complexity, I I I  
network and, I (,l, St't' al.w Network 
pattern within,  1 4'5-'53, 20l) 
process and, 1 110, I II I ,  1 72 
structure and,  I 5 7-'i'), 1 60, I (d ,  220 
topology and, 1 26, 1 2 7  
Set' al..-o Cybernetics; ( lrganization 

Perception, 3-4, ')'5, 'i6, 2(,7-68, 293 
of d i fferences, l05-(" l07 

Perry, Ted ,  xi 
Pert, Candace, 282, 283 
Phase portrait, I lh 
Phase space, I 29- 1 I  , 1 36, LN, 1 7 1 ,  20 I 
Phi losophy, " '5, 7, 1 1 2 ,  1 '52 

classical science and,  1 1 3 ,  1 1 4 
I,mn vs. substance and,  80 

I N D E X  

I ndian,  2 9 1  
mathematics of complexity and, 1 1 9 
pattern and, H I  
tektology and,  411 
Western. Set' Western socictylcultur e  
S"t' also Epistemology 

Photosynthesis, H,'5, 1 (,7, 1 7i1, 22i1, 2 > 7 
comm u nity and,  2'J') 

oxygen cris is  and,  239-42 
Physics, '5, I I , 1 2- 1 > ,  XO, 1 '52 

biology and,  2'5 
Gaia theory and, 1 0(, 
laser theory and,  W), ') I ,  ')2 
l i fe  sciences and,  1 2- 1  l, I H'5 
networks and, )'), Sec al,o Network 
n ineteenth-century, 2.l 
quantum, ,)'t't' <.)uantum physics 
systems thi n k i ng and, 4 1 -42 

Physic< and Philosophy, 3 8  
Pitts, Walter, X l ,  1 ()5 
Planck, Max, 1 2 7  
Plants, B, HO, 1 02 ,  1 78-79, 24 l-44 

cell biology ol� I (,2-h(' 
cybernetics and,  6 l  
evolution ol� 24'5-'5(, 
( ;aia theory and,  104,  10(,, 2 1  l ,  2 H, 

Plato, I H, I II 
Poincare, J ules Henri ,  1 21,-2 8,  I .l(" I 'iS 
Pol it ics, " 4 
Populations (as networks), 20() 
Postman, Neil ,  69, 7() 
Power, val ues and, 1 0  
Prigogine, [ Iya, xvi i i ,  45, 4'), H'5, 1 00, 

I l 7, 2 2 1  
chemical clocks and,  'i " I (d , 1 ')4 
energy and,  1 79 
hypercycles and, 'J4 
Jantsch and, I I I  
quoted, on "sti l l ness and rl1otioll," 

I flO 
Sa' also I )issipativc struc t u res 

P rohabil ity, I HH-S') 
Process, 42-43, 1 'i'i-hO 

a uropoiesis and,  I (,i), I 'J'i, 2('7 
structure and, 1 (,0, [ (d ,  1 72-76, 27H 
See also Santiago theory 

Psychiatrists, 'i5 
Psychology, I I , [ 2  



-

I N D E X  

( ;estalt, 1 7, 3 1 -32 , 36, 'i2 

Psychosomatic network, 282-H'i 

Pythagoreans, I S, H I ,  1 'i 7 

(.Jualitativc analysis,  I )(), \ 3 ') 

Vuality (vs. quantity), I 'i H 

()uantum physics, 'i ,  1 8, 30-3 1 ,  1 2 8  

laser and, ')2 
systems th ink ing and,  3C>, 3 7  

Von NCll lnann and, ') 3  

Racism, H 

R A N D  Corporation, 7() 

Random m utation, 223, 224-30 

Recycl ing, 1 77, 2')9, l04 

Reductionist view, 1 7, 24,  2'i,  H I  

"Redundancy," H4 

Relationships, I 'iH-,),}, 2'}H-'}'} 

a utopoiesis and,  1 6H 

and mathematics of complexity, 1 1 3,  

1 1 4 

topology and,  1 2(), 1 27 

Relat iv i ty theory, 1 2 8  

Religion /mythology, 244-4'i, 2') J ,  294 

Earth Mother in, 22 

Sa also specific ones; Spiritual(ity) 
Reproduction, 22 1 ,  245 

Rise of Syst" ms Today. The. 78 

R N A ,  J ()6-()7, 22') 

Rocks, ( ;aia theory and, 106, 2 1 5  

Romanticism / Romantics, 2 1 -2 l,  H I  

Rosenblueth, A rturo, 5H 

Roszak, Theodore, 1 2 ,  70 

Rubdiydt. 1 52 

Russel l ,  Rertrand, 307 

Sagan, Carl,  1 06 

Sagan, Dorion, 2 1  'i, 22'1, 232, 238, 239, 

249, 2(d 

St. Callen modd, 7(' 

Santiago thcory, 1 74-75, 2 (,4-74, 280 

Rateson and, 30'i-S 

consciousness and, 2S(), 29 1 ,  295 

Schizophrenia, 'i'i 

Schriidinger, Erwin, xvii 
Science, )-5, I), 1 '1, 1 1 2,  1 52 

Chinese, 2H 

classical, 1 1 3-1 5 

cybernetics and,  53 

networks and,  38-39. See a/so 
Network 

pattern and, H I  

ROInalltieislll and,  22 

345 

systems th i n king and,  l(),  lS-l'J. 4 1  

values and,  I I  
Western. Sec Western society/cul t ure 

Scicntific objectivity. 40 

Seattlc, Chief, xi, H 

Self-awareness, 28()-%, 30S 

"Sclf�fulfi l l ing prophecy," (,) 
Sel t�making, I 'J4-22 I 

Self-organization, xv i i i ,  2'i-2(). 7 1 .  7'5-
I I I  

a utopoiesis and,  9'i, 1 68 

binary networks and,  203 

cybernetics and, 'i2, H l 
d i ssipative structures and, I 'l l ,  1 9': 

cvolution and,  23'i 

"molecula r," 92 

pattern and,  8l,  I 'iH 

simulation of. I 'J4-207 

synthesis on, I I I  

Scl{-(hgallizillg Ullivem', The. I I I  

Self-regulation, 'i()-'i'), 8 ) , 1 02-3. 1 1 18-') 

.'It'" a/.;o Feedback; ]\.'etwork 
Self-repl ication, 2 l'i 

Self-sim i l a rity, 1 ' 7, 1 41 1, 1 42 

Shannon, Claude, 'i2,  64-1>'1,  84 

Shaw, Christopher, I l 7 

Sheldrake, R u pert, 2()-27 

Simon, Herbert, ()() 
Smalc, Stephen. U()-17 

Smith, Adam, 62 

SnowtJake curve, 1 41 1  

Social Darwin ists, 232 

Social ecology, 8, ') 

Social scientists, 5 I ,  'ill, ()2, ()4 

Social systems, l-4, 28, 209-- l l , ,Ill 
business organizations as, 7() 

feedback and,  1> 1 ,  1>2 

h ierarchy vs. network i n ,  I I I  

Society, 4 ,  209-1 I ,  2 %  

cybernetics and, (,')-7 1 

Wc�tern. S{'c Wc.o,tcrn socictyicuitllfC 
Sont'a, Sorin,  22<J-30 

Spiritua l ( i tv), 7, 8, 1 2 , 70, 2% 



346 
Stahi l i ty/instahi l i ty, I h9-7�, I SO, l S I ,  

l 'iII-')l 
St,q)P, Henry, I I  
Stati,tical mechanics, 1 22 ,  I HI) 
Stengers, J ,ahcl lc, 1 7'!, I 'J l 
Stewart, ian,  1 2 1 ,  I � l , 1 2 7 
Strange attracto", 1 � 7, I l l - H  

fractals ,lI1d, I ll, I ,'), 1 41 1  
Structu ra l  coupl ing, 2 1  H-�O, 22 1 ,  227 

cOlllIl1unication and.  2H7-H9 
mental process and,  lll() 
Santiago theory and,  2()S, 26') 
,df-a\\',lrenc" and,  2')5 

Structural determinism, 220-2 1 
Structure, 1 5 i-5'), 1 77-�\(), 1 %, lll() 

cogni t ion and.  2()7, 2hX·-U) 
di<.;s ipat i \c .  Sec I )i�sip<lt ivc structures 
h i ,tOfv and,  I ') J 
organiza tion \'�., l)H, (J(J 
pattcrn vs.,  221 1  
proce" and,  I W, 1 1> 1 ,  1 7� ,  1 76, nH 

Suc", Eduard, I I  
Supcforgani:-'1l1s. � )  
Smtainabil ity,  4 ,  �')S-l()4 
S\\·i" Poly technical  U niversity ( FTH),  

..'OJ -') 

· ·Switching rule," H l ,  211 1 ,  2 0 l ,  ..'()5 
Svmhiogcncsi" 2+1-4'),  247 
Symbiosis, )4, 1M, 230-B, 242- +1, 247 
S\"Illbolic logic,  1 52 
Svnergctic" ') J 
"Sntem" (," term), 27, 4() 
Sy..,tclllic Inan:lgclllcnt, 7'5, 76-77 
Sy,remic Illolkl" 7') 
Syqcrnic \' iew, x ix ,  4. Sct' atw Systctlls 

th inking 
S\'stCillS 

c1mcd. Sa ( : Imed ,y,tcm, 
l iv ing n. non l i v i ng, 1 1>0-1> 1 ,  1 (>'), 2 1 5, 

2 1 '), lO() 

open. Sa ( lpen systems 
pattern and, I ,)S 
th reT kinds of, 44 

Systcms ,"];dysis, 75, 7() 
"SystCIllS d ynail l ics," 7(), 1 1 2 
Sy';tCIn� engineering, 75. Set' aim 

Fngi nec.: r ing 
SYStt"lllS thcories, 3()-')0, 7') 

I N D E X  

Systems th inking, 1 5-7 1 , 7)-77 
autopoicsi, and,  'is 

community and,  2lJS 
cr i tiquc ot� 7S-7') 
evolution and,  22()-2 7 
and mathematics of complexity, I I I  
fllcaning of tcnn, 27, 4() 
quantity YS. qual i ty i n ,  1 .l)  
sel f-organizat ion and,  7 1 ,  75-77, S l 

Tak htadzhian, 1\. 1 .., 4() 
Tansicy, A. c., 33 

Technological growth, (, 
Technology, (), I I , (i)-7 1 
Tektology, 43-41) 

"!t'kr% gy, 4) 
Teleology, 1 0 7  
Thalcs, SO 
Theology, 1 )2 
Thermod y namics, 47-49, 1 22 ,  1 2<), l S I  

C;aia theory and,  1 04 
nonlincar,  8S-W), 1 82-8 > 
order vs. d isorder i n ,  I S),  I S7-W) 
time a nd ,  I S4, I S() 

"Think tan ks," 7() 
Thom, Rene" 45, 1 ) 7 
Time, 1 83-85, l SI) 
Topology, I 2 (J-27 , !3()·- >7, 1 5S 
"fI·cc of Know/,'dge, The, 2 1  () 

Ueda, Yoshisllke, 1 1 2  
Ueda attractor, I >2-ll, 1 35 
UexkLi l l ,  Jakob von, II 
U l rich,  Hans,  76 
Unda.'tandinR Computers and CORnirio/l, 

275 
Uni vcrse, 2 i (I- I S  
U ribe, Ricardo, 1 %  

Valucs, ()- I IJ, I I  
\'arc·Ia, Francisco, xv i i i ,  H), lJ7-<)<), I 'is, 

1 1>0, 21 17- l lJ, 227 
cel l  biology and,  1 62 ,  I ()S 
comlll u nication a nd ,  28'), 2lJ() 
C()flsciousnc�s and,  292-9 3,  2()') 
i mmunology and,  278, 2SIJ, 2 8 1  
quoted, on gC llome, 21J4 
,',et" also Santiago theory 



--

I N D E X  

Variabb, 1 1 4� 1 \  1 4'),  302�, 

"Variety pool," H,) 

Vernadsky, Vla d i m i r ,  3 l  

Vienna Ci rcle, 4(, 

Vinci ,  Leonardo da,  1 <)0 

Virchow, Rudolf, 2 )  

Vita l i s l1l, 24�27, 32,  <)7, 1 07 

Von I\:cumann, j ohn,  52, ') ,�54, 5 5 ,  1>1>, 

1 <)') 

Waste, 1 0 1 ,  1 7S, I H4 ,  2<)<) 

oxygen crisis and, 24 1 

recyc l ing ()f� 1 77 

Watt, james, 5S 

Web (of l i fe), 7, 2S,  34, 40�4 1 ,  20<) 

bacterial,  236�3<), 24 1 

ecology and,  2<)7� ,04 

C ;aia theory and,  2 1 ')  

nonequi l ibriulll and.  I <)() 

\Vcirnar culture. 3 2  

Weiss, Paul ,  2<) 

Weizenbaul1l. j oseph.  ()H 

'vVertheirncr, Max, , 1 �,2 

347 
Western society/culture, 6, I H� I '!, lH. 

I ,)H, 1 76 

systellls th i n k i ng and,  2<) 

val ues of, '!� I O  

What Is LiJc?, xv i i  
Whitehead. A l fred North, 4 ,. ,07�H 

Wiener, Norbert, 44, 4'), 5 1 �()5. N) 
Winograd, Terry, 27\ 2 7(), 277 

Wisdom of the liody, The, ')<) 

Women, () , 1 0  

Woodgcr, Joseph, 27, 2H 

Worldview, 4, 5�8 

anthropocentric vs. ccoccntric,  1 1  

holi stic vs.  ccologica l ,  6�7. See also 
Ecological v iew; Hol i stic view 

l1lechanistic. See Mechanism/ 
rnechani�tic v iew 

paradigm shift in, 4 ,  ,)�Ll, l I ,  I H5 
-"ysternic, xix,  4 .  See at.so SystcrllS 

th inki ng 
World watch I n stitute, 4 

Zeno, paradox of, I I  <)�20 



ABOUT THE AUTHOR 

Frit jof Capra received his  Ph .D.  i n  theoretical physics from the 
Un ivers i ty of Vienna and has done research in h igh-energy physics 
a t  several European and American universities. Capra has w ri tten 
and lectured extensi: -dy about the philosophical impl ication s of 
modern science and 

' � s the author of The Tao of Physics, The Turn
ing Point, and Uncommon Wisdom. Currently Director of the Cen
ter for Ecol i teracy i n  Berkeley, Cal ifornia,  he l ives i n  Berkeley 
w i th his  wife and daughter. 



Visit Anchor on the Web at: http://www.bdd.com 

Cover Illustration and Design by Jasmine Kaposi 

1097 

I SBN 0-385-47676-0 

9 7 8 0 3 8 5 4 7 6 7 6 8  

l ' 1 4 0 0  


	Portada
	Contents
	Acknowledgments
	Preface
	Part One / The Cultural Context
	1. Deep Ecology - A New Paradigm
	Crisis of Perception
	The Paradigm Shift
	Deep Ecology
	Social Ecology and Ecofeminism
	New Values
	Ethics
	Shift from Physics to the Life Sciences


	Part Two / The Rise of Systems Thinking
	2. From the Parts to the Whole
	Substance and Form
	Cartesian Mechanism
	The Romantic Movement
	Nineteenth-Century Mechanism
	Vitalism
	Organismic Biology
	System Thinking
	Quantum Physics
	Gestalt Psychology
	Ecology

	3. System Theories
	Criteria of Systems Thinking
	Process Thinking
	Tektology
	General Systems Theory

	4. The Logic of the Mind
	The Cyberneticists
	Feedback
	Information Theory
	Cybernetics of the Brain
	Computer Model of Cognition
	Impact on Society


	Part Three / The Pieces of the Puzzle
	5. Models of Self-Organization
	Applied Systems Thinking
	The Rise of Molecular Biology
	Critique of Systems Thinking
	The Importance of Pattern
	Networks- the Patterns of Life
	Emergence of Self-Organization Concept
	Dissipative Structures
	Laser Theory
	Hypercycles
	Autopoiesis- the Organization of the Living
	Gaia - the Living Earth
	An Early Synthesis

	6. The Mathematics of Complexity
	Classical Science
	Differential Equations
	Facing Complexity
	Nonlinearity
	Feedback and Iterations
	Poincaré and the Footprints of Chaos
	Trajectories in Abstract Spaces
	Strange Attractors
	The Butterfly Effect
	From Quantity to Quality
	Fractal Geometry
	Complex Numbers
	Patterns within Patterns


	Part Four / The Nature of Life
	7. A New Synthesis
	Pattern and Structure
	The Three Key Criteria
	Autopoiesis - The Pattern of Life
	Dissipative Structure - the Structure of Living Systems
	Cognition - the Process of Life

	8. Dissipative Structures
	Structure and Change
	Nonequilibrium and Nonlinearity
	The Arrow of Time
	Order and Disorder
	Points of Instability
	A New Dialogue with Nature

	9. Self-Making
	Cellular Automata
	Simulating Autopoietic Networks
	Binary Networks
	At the Edge of Chaos
	Life in Its Minimal Form
	Organisms and Societies
	Autopoiesis in the Social Domain
	The Gaia System
	The Universe at Large
	Structural Coupling
	Development and Evolution

	10. The Unfolding of Life
	Darwinism and Neo-Darwinism
	The Systems View of Evolution
	Avenues of Creativity
	Evolution through Symbiosis
	The Ages of Life
	The Origin of Life
	Weaving the Bacterial Web
	The Oxigen Crisis
	The Nucleated Cell
	Evolution of Plants and Animals
	Conquering the Land
	Caring for the Young
	The Human Adventure

	11.  Bringing Forth a World
	Cognitive Science
	The Santiago Theory
	No Representation, No Information
	Maturana and Bateson
	Computers Revisited
	Cognitive Immunology
	A Psychosomatic Network

	12. Knowing That We Know
	Language and Communication
	Languaging
	Primary States of Consciousness
	The Human Condition


	Epilogue: Ecological Literacy
	Appendix: Bateson Revisited
	Notes
	Preface
	Chapter 1
	Chapter 2
	Chapter 3
	Chapter 4
	Chapter 5
	Chapter 6
	Chapter 7
	Chapter 8
	Chapter 9
	Chapter 10
	Chapter 11
	Chapter 12
	Epilogue
	Appendix

	Bibliography
	Índex
	About the Author
	Contraportada

